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1.0. INTRODUCTION

1.1. PURPOSE.

A primary objective of this report is to develop a coherent theoretical basis for understanding
human deception, and to provide a comprehensive and understandable framework for organizing
deception principles and examples. Scan the deception examples (Tab: “EXAMPLES”) and use
the numbering system to reference the corresponding deception principles (Tab: “PRIN-
CIPLES”) and cognitive structure (Tab: “STRUCTURE").

1.2. BACKGROUND.

There has been little research on the theory of human deception, particularly from a cogni-
tive-science viewpoint. Notable contributions to human deception include those made in refer-
ences 1-5. Less formal writings of interest include those by magicians (e.g., references 6 and 7).
There is also work in other areas, such as theory of errors (reference 8) and natural language pro-
cessing which can be related to the study of deception.

1.3. SCOPE AND APPROACH.

This report describes an approach for understanding human deception in terms of cognitive
processes and related principles of deception. The approach is to develop a Cognitive Deception
Model (CDM) as follows:

(2) Develop a structure for a unified model of human cognition, the Cognitive Model,
using theoretical and intuitive concepts.

(2) Develop principles of deception from collected empirical and anecdotal examples.

3) Develop the CDM by formulating a numbering system (taxonomy) and relating the
principles and examples to the cognitive structure.

(4) Develop a working computer model of a cognitive system, based on the Cognitive
Model, and use it to demonstrate a simulation approach to studying principles and
mechanisms of deception and counterdeception.

The intent of the CDM is to integrate various human information-processing concepts and
tailor them specifically to aid understanding of human deception. The essence of the work is the
list of deception principles. When, for a given case of deception, the applicable principles are
identified and related to the cognitive model, the impact of the deception may be understood in
terms of its effect on the cognitive system. Alterantively, when particular cognitive system com-
ponents and processes are of concern, the model indicates which specific deception principles
could be used to subvert them.

As a functional taxonomy of deception principles, the CDM is not dependent on the validity
of any particular cognitive model. However, its integration into a specific model, such as the
“Cognitive Model” formulated by this project, can enhance its value for understanding the
dynamic aspects of deception. A long-term goal of the cognitive approach is to have predictive
validity in new situations. Two other current models (references 9, 10) could also serve as excel-
lent bases for further research in deception.

The Cognitive Simulation demonstrates partial implementation of the Cognitive Model struc-
ture of the CDM. It demonstrates that such working models can help study and understand



human deception and counterdeception. It provides a rudimentary game environment in which a
player can observe the cognitive processes of his simulated human opponent. The player can
plan tactics to deceive this opponent using innovation and the general deception principles of the
CDM, and then study how they affect his opponent’s cognitive processes. A programmer can
practice counterdeception by enhancing the simulated opponent to counter the player’s new
deceptive tactics.



2.0. OVERVIEW OF THE COGNITIVE MODEL

2.1. INTRODUCTION.

Much of the work being done by psychologists and cognitive scientists has focused on spe-
cific functions of the human mind. A number of models based on the various aspects of cogni-
tion, such as memory, knowledge, attention, problem solving, sensory processes, and decision
processes have been developed. Despite the extensive work being done on specific aspects of
human cognition, development of a broad, unified model has been undertaken only recently.
Current work in this area by Anderson (reference 9) and Newell (reference 10) has future
application to research in human deception. Relevant work is also being done on models of deci-
sion making in naval command and control (references 11-13).

The Cognitive Model described here integrates numerous concepts from literature, and from
the writer’s intuition, emphasizing comprehensiveness and ease of understanding. Thus, it is the
writer’s own particular approach to integrating various aspects of cognition for the purpose of
understanding human deception. This model is just the initial basis for motivating further
research. Any of the numerous aspects of the model could be expanded to support various objec-
tives in a variety of disciplines, the understanding of deception of cognitive processes being one.

The creation and validation of a comprehensive cognitive model is a long term goal of cogni-
tive science. Meanwhile, partially developed models such as the Cognitive Model can still be
substantially effective in specific applications by, for example, serving as mental models of
cognition or as taxonomies.

2.2. THE COGNITIVE MODEL.

Figures 1 and 2 show the main components of the Cognitive Model, such as the EXECU-
TIVE and MANAGER, and the fundamental processes, such as SENSE and FEATURE PER-
CEIVE, that it performs on information from the environment.

2.3. CATEGORIES OF INFORMATION (I) AND KNOWLEDGE (K).

The cognitive system processes information (I) and knowledge (K). When | or K originates
in the external WORLD, the system first transforms it into internal representations, or images,
representing either STATEs or PROCESes. As time passes, PROCESSes change STATEs in the
external world, as well as those internal to the cognitive system.

Figure 3 shows three fundamental types of | or K (K-TYPES) as follows: (1) a “whole” (i.e.,
a “gestalt,” form, or statement of existence), (2) its internal structure (elementary “parts” or
“primitives”), and (3) its external structure (its “relationships” to “others,” including associative
and causal relationships). Both STATE K and PROCESS K may be represented by each of the
three fundamental K-TYPES.



Long-Term Memory (LTM)
Internal- WORLD IMAGES (Knowledge, Belief, Situation)
Language; Sensor Data; Affector Data

CONTROLLER
EXECUTIVE (Limited Processing
(Global) Resources;
Attention)

BUFFER MEMORY

y T

BT

SHORT-TERM MEMORY MANAGER
(ST™M)
Working Memor {Local)
or tng Memo Y (Problem Solving; Learning;
{(Visual, Acoustic, Procedures)
Motor Codes)
BUFFER MEMORY BUFFER MEMORY
SENSORS 7. AFFECTORS
Visual, Auditory, . . . Speech, Motor, . . .

External WORLD

Figure 1. System components of the Cognitive Model.




INTERNAL IMAGES
SELF [SYSTEM) IMAGE WORLD IMAGE
(Xnowlsdge. including data, theories.
& models about people. physics. etc.)

input DEFINE ‘PROBLEM’/ DEFINE ‘PROBLEM- DETERMINE INITIATE ACTION/
External OBSERVE: SOLVING STATUS'/ SOLUTION'/OPTIONS: ‘RESPONSE
Assessments —p-» HYPOTHESIZE ! )
« Generate & plan « Assign resources
* Goal state « Compare goal & options, (e.g.. for info
o Current state current siate. o Evaluate options. processing).
1> + Assess resources * Choose option(s] T I o Initiate action.

and prioritize

« Belationships with others.
« External structure based on
meaning
« High fevel; “deep structure ; State &

i
semantic structure; semantic-net Others
relations; production rules

DIRECT

« Apply external structure
10 select &

ASSOCIATE orchestrate wholes.

Pincesses

« Determine external
structure; relate. .
« Basic comprehension.

o Unrelated whote, the "perception ;"
identification (1D); objects,
T o semomicet o <
* Internal structure based on info Whole Form
in signal or in processor.
+ Intermediata level: “surface
structure ; ““syntactic structure ,
* State or process knowledge

IMPLEMENT
_“Learned {conditioned) FORM
havior.”
behevio + Retrieve primatives &
orchestrate per
selected internal

PERCEIVE FORM structure,

+ Determine internal
structure.

« Orchestrated primatives:
function of space

& time.

Processes

o Primativas ("parts”);
frame slots.

OO O D Stnmimsoaaion © O OO O 2
of signal.

e Low level: local:

phonemic.

IMPLEMENT
FEATURE

« Use orchestrated
primatives 1o
generate affector

PREOICTION: CONTEXT AND EXPECTATION INFLUENCE

PERCEIVE drive signal. Processes
FEATURE a
* Minimally processed.
LR B A A A detailed code. LA A Stote 1
e 060 0 0 « Sensor/affector/{motor) e ¢ o s » Details

butfer data.

ORIVE
"Detection" mmm——"Reflax"

« Drive affectors.

SENSE

« Source selection.

« Info selection
{attention)

« Preprocessing

 Measurement.

Processes

N NN NNAN

STIMULUS RESPONSE
(Presentation) {Action at a distance)
« User/system operation

State 0
Physical Signal

EXTERNAL WORLD

< Feedback <

Figure 2. System processes of the Cognitive Model.



A1HOM 3JHL
L]
A% LS
(poie|no(ed) onsiuILIBIBQ rwv . SO
MBIA (8207 ® % 2 e
4L S
3IN10NNS |eUIDIU| ®
siwvd & .

‘Aj1oads/uonesyioads
!(s1e|diBjI0G) YolRW

UOIlBZI|RIBUBD) e

(1enuaiayut) aanoessiu| e pazisayiodAy 10 pardasoe saye (Q| 03) Buryorew
|ejauan) e elep (mau) aziuebio oy -usalied /arejdwal
MBIA |BQOID) 8IN10NJIS |BULBIUI JO IS :92158yjodAH e
8IN10NIS [BUIBIXT @ 8IN10NJIS |euldju| e 1X31U0D asN e
SHIHLO HLIM SNOILVI3Y JZISTHLINAS JZATVNY

:suonoe pue suondaoiad
S1BIPAW YIIYM S3SS9001d

oij109dg e
ELIEC) &)
JIOHM

'8|0YM 0} SI3Y1Q ®
1X831U0D IS @
Agioads !azijeioadg e

M YNU31x3 (3wnssv) 32
VN3N Grnssy) 300

030

SI9Yl10 01 3|OYAA @
azijesauan e

N
341Ny g wnu3E U2

3HN DNy s N3N

‘(Jennuanyut ‘jesnes) aanoy °q

‘(annduosap) anisseq e
“suoneioosse Buipjing 1o Buizijnn Aq
3JN1ONUAIS [BUJIBIXD YSI[GEISS (9}RID0SSY

Figure 3. Structures for representing information and knowledge, and
processes which relate them.



The organizational level (figure 4) of | or K is the extent to which it has been transformed
from a modality-dependent form suitable for sensing or transmitting (low level) to a modality-
independent form suitable for representing meaning (high level). For example, the level of spo-
ken language is the extent to which the speech has been transformed from the acoustic waveform
into representations at the phonemic, syntactic, and semantic levels.

LEVEL REPRESENTATION
EXTERNAL: The physical signal.
LOW LEVEL.: Based on physical form of signal.
MID LEVEL.: Based on structural information within the signal.
HIGH LEVEL.: Based on meaning and significance.

Figure 4. Levels of organization of information or knowledge.
2.4. PROCESSES OPERATING ON KNOWLEDGE.

2.4.1. Goals and Processes.

In general, the cognitive system’s objective is to perform processes that change the current
internal or external state to a desired goal or subgoal state. Goals are achieved by using pro-
cesses, and orchestrated groups of processes called procedures. When on familiar ground, the
system applies existing knowledge (K-using mode). When on unfamiliar ground, it must build
new knowledge structures, such as templates, features, semantic networks, and procedures
(K-building mode). There are two fundamentally different types of strategies available to the
cognitive system for processing unfamiliar information: those which interpret it by using exist-
ing knowledge structures (K-using strategy), and those which use the new information to build
new knowledge structures (e.g., primitives) from scratch (K-building strategy).

2.4.2. Processing Resources, Attention, and Automatic Processes.

Cognitive processes require system information channels and processing resources, the sup-
ply of which is limited. Attention processes distribute the available processing resources. The
processing, at any given moment, may be limited either by the processing resources available or
by the data available. The cognitive system increases its effectiveness by using automatic pro-
cesses, but these can be easily tripped up when attention is relaxed. Thus, in deception,
orchestration of events in time can play a critical role.

2.5. COGNITIVE MODEL COMPONENTS.

The components of the Cognitive Model and the types of processes they perform are listed
below.
EXECUTIVE (EXEC): High-Level Awareness and Control Processes.
CONTROLLER: Processing Resources and Attention Control.
MANAGER: Problem-Solving, Thinking, and Learning Procesures.

SENSORS and AFFECTORS: External Input and Output Processes
(Transformations among modal external signal and amodal internal repre-
sentation.)

5. LTM: Internal Input, Storage, and Output Processes.

PwnNpE



2.6. COGNITIVE PROCESSES.

2.6.1. EXECUTIVE: High-Level Awareness and Control Processes.

The EXEC directs the employment of other processes and makes processing resources avail-
able to the CONTROLLER for assignment. A fundamental (cyclical) EXEC procedure (refer-
ence 11) is:

1. Set high-level goals. Refer to/monitor goal state and current state.

2. HYPOTHESIZE. Compare goal and current states. Monitor and assess
status of cognitive system (e.g., available system resources, motivation,
and feelings and emotions). Assess available domain resources.

3. OPTIONS. Generate and evaluate options (assign belief parameter val-
ues). Prioritize goals. Choose option.

4. ACT. Allocate processing resources and invoke chosen option.
2.6.2. CONTROLLER: Processing Resources and Attention Control.

The CONTROLLER assigns available limited processing resources to, and directs and
focuses the use of, specific system processes. It is the source of selective attention and informa-
tion filtering. For example, it may select specific search-pattern routines. Individual style and
preference help determine its strategies.

2.6.3. MANAGER: Problem-Solving, Thinking, and Learning Procedures.

The MANAGER governs the learning and application of procedures, including problem-
solving procedures. It is somewhat similar to the EXEC and may invoke many of the same or
similar processes, but its focus is narrower, its actions are more local in nature, and it is more
dependent on using learned procedures for invoking processes. It does “tactical” planning and
scheduling, setting lower-level or shorter-range subgoals, objectives, and milestones. The MAN-
AGER may also assign values to knowledge attributes such as validity. A fundamental MAN-
AGER procedure is:

1. OBSERVE. Establish and refer to goal state. Refer to initial or current
state.

2. HYPOTHESIZE. Compare goal and current images to determine
problem-solving status. Assess available processing resources and domain
resources.

3. OPTIONS. Generate, evaluate, and choose options. Determine alternative
means to goals, generate hypotheses, run models, and search. Predict
results of alternatives. List and prioritize alternatives.

4. ACT. Return to EXEC for resources assignment and for implementation
of chosen options.

2.6.4. SENSORS and AFFECTORS: External Input and Output Processes (Transforma-
tions among modal external signal and amodal internal representation.)

The external input processes locate, sense, select, and perceive stimuli in the external real
world. Selecting and filtering of external information is a result of the action of attention



processes as directed by the EXEC via the CONTROLLER. Input information is stored tempo-
rarily in modality specific very-short-term sensory buffers. To prevent it from being lost alto-
gether, other processes must immediately transfer it to short- or long-term memory (STM or
LTM), modifying its form or format in the process. For example, low-level (e.g., phonetic or
phonemic), syntactic, and semantic structures, and from one semantic structure to another.

The external input procedure invokes processes as follows:

1. SENSE (a low-level data-detection process) directs and focuses attention
to sense real-world data and puts them in the sensory buffer memory.

2. PERCEIVE FEATURES (or primitives, or “parts"—a low-level process)
identifies features in the sensory buffer and puts them in STM.

3. PERCEIVE FORM (or “gestalt,” or “whole”™—a mid-level, template
matching process) processes features in STM to identify wholes and store
them in STM.

4. ASSOCIATE (a high-level EXEC/MANAGER process) associates the
perceived form with other information, and relates it to the current situa-
tion. It ascertains the basic significance of the relationships of wholes in
STM to knowledge structures in LTM.

The external output processes orchestrate and implement actions to cause effects in the exter-
nal, real world. The EXEC can monitor return data at the global STM working memory.

The external output procedure invokes processes as follows:

1. DIRECT (a high level EXEC/MANAGER process) uses associations to
organize “wholes” into orchestrated action patterns. It prioritizes and
schedules actions.

2. IMPLEMENT FORM (a mid-level process) uses templates to retrieve and
specify names of features (“parts”) and internal structure of “wholes” and
assemble them.

3. IMPLEMENT FEATURES (a low-level process) retrieves specified fea-
tures from LTM.

4. DRIVE (a low-level process) activates affectors by using the code gener-
ated by IMPLEMENT FEATURES. It directs and focuses attention
(invokes action pattern routines).

2.6.5. LTM: Internal Input, Storage, and Output Processes.

The LTM processes control long-term memory storage, organization, and retrieval. From the
point of view of STM, internal LTM image input and output is similar to external-world input
and output. (Note the terminology reversal: i.e., that STM output to LTM becomes LTM input
(storage), etc.).



3.0. THE COGNITIVE DECEPTION MODEL (CDM)

3.1. NOMENCLATURE: THEY, WE, WORLD.

Let WE and THEY denote players which may employ deception. WE denotes the role of the
reader, usually the deceiver, and THEY his adversary, usually the deceived target. WORLD
denotes the entire physical environment and situation in which the players operate. This nomen-
clature was selected to retain a point of view while simultaneously avoiding inherent bias as to
the identity of the players, and whether or not each engages in deception or counterdeception.
Project effort has focused on developing a model of THEY. Models of WE, and WORLD are
important topics for future research.

3.2. COGNITIVE DECEPTION MODEL STRUCTURE.

The Cognitive Deception Model (CDM) is based on a cognitive model. The cognitive model
is composed of components such as a central processor, attention mechanisms, memories, sen-
sors, and affectors. It serves as an organizational framework for the deception principles, group-
ing functionally related concepts and aiding understanding. For example, a magician can fool us
by employing the deception principle of misdirection. In terms of a cognitive model, the magi-
cian can control our attention processes and allocation of processing resources, and, thereby,
influence what information we process from our sensors, what we discard from our short-term
memory, and what we store in our long-term memory.

The major components of THEY’s cognitive system are shown in figure 1. The first digit in
the numbering system identifies the major component (1. EXEC and WORKING MEMORY
(STM); 2. CONTROLLER; 4. MANAGER; 6. SENSORS,; 7. states and processes). Further hier-
archical breakdown is specified by additional digits as required. The numbers actually listed are
not continuous: Gaps will accommodate future revision.

The cognitive system performs processes on information and knowledge. For example, to
process information from the WORLD and move it into STM and LTM, the system employs the
processes SENSE, FEATURE PERCEIVE, FORM PERCEIVE, and ASSOCIATE.

3.3. CDM SECTIONS.

The CDM is composed of the following sections: Index, Structure, Characteristics, Prin-
ciples, Examples, Plots, Tactical Objectives, and Tactics. The cognitive structure organizes
human information-processing functions, and a numbering system relates them to corresponding
principles by which they may be deceived, illustrative examples, and plots. (A plot is an example
involving multiple, mutually supportive principles.) A purpose of the tactical objectives section
is to relate events in the external WORLD to the cognitive models of THEY and WE. The tactics
section is currently limited to a few historical and hypothetical naval tactics. The index, cogni-
tive characteristics, and tactical objectives sections are currently undeveloped beyond concept
sketches.

The relationships among the STRUCTURE, PRINCIPLES, and other CDM sections can aid
the retrieval and application of deception principles in a particular situation, or when simulating
the deception of cognitive processes on a computer. For example, the numbering system interre-
lates the following three entries: (a) STRUCTURE—2.4.2.2.3.1. “to widen the field of view of
selective attention;” (b) PRINCIPLE—2.4.2.2.3.1.2.a. “to divide attention among irrelevant
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events by startling, as with an explosion;” and (¢) EXAMPLE—2.4.2.2.3.1.2.a. “a guard stand-
ing watch is lured....”

3.4. CDM DEVELOPMENT.

The deception principles were developed by interpreting approximately 500 examples of
deception in terms of the components and processes of the cognitive model. The examples were
sampled from 160 documents representing over 40 disciplines. The areas of magic, mentalism,
paranormal phenomena, and confidence games are particularly rich in examples of deception.

The deception examples were analyzed, and the effects on the cognitive system were
extracted as deception principles. The principles were then categorized in terms of the compo-
nents and functions of the cognitive model, with the aid of a numbering system. Examples that
involved multiple, possibly mutually supportive principles, were grouped separately and called
“plots.” Although the principles are simply listed with the plots in the present CDM, future work
should consider representing principles as part of plot structure in the form of semantic nets,
scripts, frames, or other similar knowledge-representation formats being developed in artificial
intelligence.

The validity of the process of deriving the principles was not formally evaluated, and the
principles derived are, therefore, based to some degree on the writer’s subjective judgement.
Interpretation of the 500 examples of deception in cognitive terms was possible, and the prin-
ciples generated from them should be general. As model development proceeded, the fraction of
new examples which could not be related to principles and structure already established gradu-
ally diminished. Independent evaluation will determine whether this was due solely to the
increasing completeness of the list of principles or also due to bias in the writer’s concept of a
deception principle.

The model development process involved many revisions and mutual bootstrapping: the
deception principles contributed to development of the cognitive model, and the model enhanced
understanding and organization of the principles. A major revision of the cognitive structure was
required as groups of related principles became unwieldy. This revision also integrated addi-
tional cognitive concepts which had been collected. The addition of extensive detail from the
cognitive psychology literature was beyond the current scope,, but may be desirable in future
studies of specific phenomena.

Model development was often of a creative nature, rather than an analytical one. From the
perspective of the project, the analysis and understanding of cognitive processes was assumed to
have been completed by academic researchers, although this is certainly not yet the case. Test-
ing, validation, and use of the model, except for pilot explorations, was left for future research.
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4.0. THE COGNITIVE SIMULATION

4.1. COMPUTER SIMULATION IMPLEMENTS COGNITIVE MODEL.

The Cognitive Simulation implements the overall structure of the Cognitive Model. A work-
ing version of the Cognitive Model opposes a human player in a game environment. The simula-
tion is a testbed for modeling cognitive processes to understand deception, and for studying
deception to learn about cognitive processing.

EVADE, the current IBM-PC version of the simulation, is intended as a transportable dem-
onstration computer graphic. It consists of a skeleton, or “shell,” which may be filled in with the
details of specific models of cognitive processes. At the present state of development, these spe-
cific models are implemented in a very elementary way. Implementation of specific, detailed
models of cognitive-system components and processes described in the literature, such as atten-
tion processes, remains for future work. At some point, a larger computer implementation, per-
haps based on Newell's recent work (reference 10), will have much to offer.

EVADE is described below. To run it, boot an IBM-PC using DOS 2.1, insert the enclosed
computer diskette, and type EVADA<carriage-return>. Details are documented in the appendices
(on microfiche inside back cover) which contain (1) screen printouts from the simulation to
illustrate how it looks to a player; (2) a flow chart of the program; and (3) a listing of the Turbo
Pascal computer program.

4.2. OVERVIEW OF EVADE COMPUTER PROGRAM.

EVADE is based on the familiar game of BATTLESHIP in which ships are represented by
tokens on a matrix playing board. There are three entities involved: the player at the keyboard is
the BLUE battle group commander; the Cognitive Simulation is ORANGE; and another com-
puter algorithm is the game REFEREE which provides instructions and keeps score.

At the start of the game, ORANGE has entered BLUE’s territory and is searching fro
BLUE's ships. ORANGE’s game objective is to find the BLUE carrier. BLUE’s objective is to
keep the BLUE carrier undetected for as long as possible; i.e., to position the BLUE carrier and
four other BLUE ships so as to maximize ORANGE’s expenditure of time and processing
resources.

The BLUE player should develop plans to deceive ORANGE based on his own innovation
and the principles of the CDM. For example, the player may use deception principle
6.MSS.5.2.D., diguise one ship to look like another. Then, as ORANGE searches for the carrier,
the BLUE player can observe ORANGE's cognitive processing and the effect of BLUE's decep-
tion on it.

A programmer may improve the program so the ORANGE Cognitive Simulation is “aware
of” BLUE’s deception options (counterdeception), and so that the game format inspires, and can
accommodate, progressively greater innovation on the part of the BLUE player.

Thus, the simulation furnishes an environment for learning about deception. It provides a
research tool for developing causal relationships between various deception methods and cogni-
tive processing.
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4.3. DETAILED DESCRIPTION OF EVADE.

BLUE’s ships are represented by the letters CVCV (the carrier), FF (frigate), CV (disguised
FF), and DDG (guided-missile destroyer). After they have been entered on the 20 x 20 real-
world matrix, ORANGE's search for the BLUE carrier can begin.

4.3.1. Overview of ORANGE's Search Process.

1. The ORANGE cognitive system searches the REAL WORLD matrix one
5 x 5 block at a time. When ORANGE scans a 5 x 5 block of the REAL
WORLD, a 5 x 5 image is transferred perfectly to ORANGE's sensory
buffer.

2. Next, features (letters) in the sensory buffer are transferred to STM. But
many are lost because ORANGE'’s processing resources can transfer an
average of only 9 of the 25 elements before the information decays and is
lost from the sensory buffer.

3. ORANGE then does a focused search around each significant feature in
STM. During this search, a template-matching process perceives forms
containing the significant feature. It may also put additional features dis-
covered in STM.

4. ORANGE'’s processing system examines the most recent (top) item in
STM first. As it puts new items in STM, the oldest (bottom) items will be
lost if STM is full.

5. During form perception, the features in STM that are part of a form are
replaced by a single chunk (ship name) that represents the form. A
rehearsal process helps keep STM current.

4.4. OVERVIEW OF ORANGE’S COGNITIVE PROCESSING.

ORANGE operates according to a modified stimulus, hypothesis, options, response paradigm
(SHOR) (reference 11). The EXEC, MANAGER, and CONTROLLER allocate and assign pro-
cessing resources, and determine search area location and focus parameters. They OBSERVE
internal memories; HYPOTHESIZE about the current situation; generate, evaluate, and choose
OPTIONS; and ACT to execute the chosen option via cognitive processes such as those listed in
the sections below.

ORANGE'’s input processes transfer REAL-WORLD data into the very-short-term sensory-
buffer memory, and, if it is “significant,” into STM and LTM. High-level processes interpret the
data so it is “understood.” In principle, strategies for processing information can be dependent on
what ORANGE already knows, although this, currently, is only minimally implemented.
ORANGE'’s output processes transform decisions into REAL-WORLD actions.

4.5. INPUT PROCESSES.
4.5.1. SenseEach real-world 5 x 5 block is transferred perfectly to the sensory buffer.

4.5.2. Feature PerceiveEach element in the 25-element sensory-buffer array is then examined.
Due to processing limitations, each feature perceived has only a 9/25 chance of being transferred
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to STM. As in other “limited capacity, single channel” models of human attention, this limitation
causes the loss of much information. However, if the system can focus sufficiently narrowly to
select 9 sensory-buffer elements in advance, they are transferred to STM with a probability of
1.0.

4.5.3. Form Perceivelif the system has one or more significant features (a single letter D, G, F,
C, orV)in its STM slots, it then examines the real-world area around each more closely using
focused sensing and template-matching processes. Each recognized form, or combination of let-
ters, is then stored as a single “chunk” in the next available STM slot, and in LTM. For example,
the sequence of features D, D, and G are “chunked” into a single slot as a DDG.

4.6. HIGH-LEVEL PROCESSES.

4.6.1. AssociateThis process determines the significance of recognized forms stored in STM
by comparing them with goals (i.e., the form “CVCV”).

4.6.2. Direct:When the CVCV is found, this process determines specifications for orchestrating
required actions (currently, “DIRECT ENGAGE”).

4.7. OUTPUT PROCESSES.

4.7.1. Implement Forms:This process retrieves from memory the features making up forms
(“wholes”) required for action.

4.7.2. Implement FeaturesThis process reads codes of features from LTM into the AFFEC-
TOR buffer.

4.7.3. Drive:This process activates AFFECTORS for performing real-world actions (currently,
the process of writing information to the computer display).

4.8. LEARNING FROM THE SIMULATION.

The simulation provides a working environment for fostering innovation in deception and
counterdeception, and for clarifying and understanding the detailed effects of deception on the
cognitive system. The next paragraph gives an example.

A BLUE player, in trying to deceive ORANGE, set up a pattern in which letters making up
the CVCYV could also be interpreted as being part of decoy CV’s. When ORANGE searched and
sensed one of these letters, sometimes it perceived the CVCV successfully; but often, it per-
ceived the decoy, forgot about checking other possibilities, and continued its_search without not-
icing the CVCV Further investigation indicated that this occurred whenever ORANGE, in
inspecting the real-world area around the initial letter, first looked in the direction of the decoy.

In this case, the simulation provided an environment in which the player could rediscover a
well-known psychological phenomenon: that initial perceptions carry great weight in shaping
one’s final appraisal of a situation. This example is particularly interesting from a research
standpoint because the phenomenon occurred as an incidental characteristic of the cognitive-
simulation design, rather than an intentional one.
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5.0. RESULTS, DISCUSSION, AND CONCLUSIONS

5.1. RESULTS.

The key result of this effort is the principles of deception which have been collected and
organized according to the cognitive structure. These principles, along with the examples and
plots of the CDM, show that deception can arise at all locations in the cognitive structure.

The scope of the project did not include a formal CDM validation study. It did include small
pilot explorations which provide partial validation and suggest ways of providing more. Several
planners indicated they felt the model would improve generation of ideas during deception plan-
ning. This possibility could be investigated with a controlled experiment comparing a planning
term using traditional methods with another using the CDM as a mental model to help generate,
organize, and innovate deceptive tactics.

5.2. TEST OF COMPREHENSIVENESS OF THE DECEPTION MODEL

The model should include all principles and cover all examples. The comprehensiveness of
the model may be estimated by deriving principles from a new, representative sample of exam-
ples, and then determining the percent of those principles already listed in the model. This
method was employed to measure the comprehensiveness of the current CDM during its later
development, although the samples used were selected from limited domains and not necessarily
representative.

Three successive groups of 70, 104, and 50 principles were reviewed, during the later phase
of Deception Model development. The percentages of these principles already listed in the
model were 56 percent, 72 percent, and 59 percent, respectively. Thus, given a new sample of
deception examples, one would expect about 60 percent of the principles they represent to be in
the current model.

5.3. GENERAL DISCUSSION.

The study of deception and counterdeception improves understanding of the human cognitive
system, its limitations, and its vulnerabilities.

A theory of deception involves (at least) three aspects: a theory of ERRORS made by the
cognitive system, a theory of cognitive system AWARENESS of the effects of its own processes,
and a theory of CONTROL which describes how external real-world objects and events contrib-
ute to misperceptions in THEY’s internal cognitive processes and awareness. Principles of
deception concern each of these.

Many principles of deception are statements of human limitations and vulnerabilities which
one finds surprising or unexpected, which one cannot voluntarily control, or of which one is
unaware.

One product of the cognitive approach is a static taxonomy for organizing deception phe-
nomena in a coherent way. But much deception, particularly that involving attention and mis-
direction, is dynamic in nature. The cognitive approach readily supports the development of
computer simulations of human cognition which can represent the dynamic cognitive effects of
deceptive events which are orchestrated in time and space. The taxonomy of deception principles
may be viewed as performance specifications for simulations of human cognition: i.e., the simu-
lation should be deceived in the same way the human is.
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Opportunities for applying an understanding of deception and counterdeception are wide-
spread. It may, for example, be applied to improve deception, as it is in entertainment (e.g.,
magic) and hypnotic pain control in which those deceived willfully consent to the deception and
its effects.

5.4. COUNTERDECEPTION

The study of deception can also help one to avoid being deceived, as in law enforcement and
detective work. The taxonomy of deception principles can help one predict what to expect, to
prepare for the likely outcomes, and to watch for evidence of deception. It may be used in pre-
paring performance specifications for artificial intelligence or autonomous systems to reduce
their susceptibility to deception.

Other valuable assets in countering deception include general knowledge about and trust in
well established principles about the world and events, a healthy degree of skepticism, a mind
open to observing the unexpected, and a practical bent to keep one from becoming paralyzed by
an overwhelming number of possibilities for deception. The study of these and other factors in
effective counterdeception deserves future study.

5.5. SUMMARY AND CONCLUSIONS.

This report demonstrates one approach to studying and understanding human deception and
counterdeception. The approach is a multidisciplinary artificial intelligence, and decision theory,
among others.

The Cognitive Deception Model (CDM) presented in this paper represents a broad overview
of deception phenomena from a cognitive point of view. This approach, including the use of
computer simulation, is a very powerful one for improving understanding of both deception phe-
nomena and human cognition. Further development is recommended.

AREAS FOR FUTURE RESEARCH.

The study of human deception, which is in its infancy, should be founded on a complete
model of human cognition. Such a model is a long-term goal of the field of cognitive science.

Areas with great potential for future research in the theory and practice of deception and
counterdeception include cognitive models, their simulation, understanding deception of cogni-
tive processes, deception planning, counterdeception, and development of deception awareness
in artificial intelligence systems. Such studies can support the development of concepts for
understanding deception, for taxonomies and other tools for planning and countering deception,
and for autonomous systems which themselves are not easily deceived.

5.7. WRITER’S NOTE.

Some flexibility has been built into the deception model to accommodate future revisions in
the structure and principles. The writer would appreciate any information about cognitive mod-
els and their use in understanding deception. Of particular interest are principles of deception (or
examples illustrating them) which are not currently covered by CDM Section 4.
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8.0. GLOSSARY

CDM Cognitive Deception Model

CVv Symbol in the game EVADE which represents a fast frigate disguised as an aircraft
carrier.

CVCV  Symbol in the game EVADE which represents an aircraft carrier (CV).
DDG Symbol in the game EVADE which represents a guided-missile destroyer (DDG).

FF Symbol in the game EVADE which represents a fast frigate (FF).
I Information
K Knowledge

LT™M Long-Term Memory
SHOR Stimulus, Hypothesis, Options, Response
ST™M Short-Term Memory
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CDM SECTION 1. DECEPTION MODEL INDEX (sample)



SAMPLE INDEX (CONTROLLER)

Affectors
Output commands and routines
Attention Processes
control Prin 2.4.2.2.
direct Prin 2.4.2.2.3.2.
directed where Prin 2.4.2.2.

Struc 2.1.3.1.7.1.

automatic processes Struc 2.3.1.2.1. Prin2.3.1.2.1.
Background
modify Prin 2.4.2.1.1.B.b.aa.
simulate Prin 2.4.2.1.1.B.a.aa.
boredom Prin 2.4.2.1.1.D.
brainwashing Prin 2.3.1.1.4.A.
CHANNELS Struc 2.1.3.1.
chunking Struc 1.6.4.
confusion Prin 2.4.2.2.3.1.1.b.
contradiction Prin 2.4.2.2.3.1.1.a.
CONTROLLER Struc 2. Prin 2.
data reduction Struc 1.6. Struc 1.6.4.
discomfort Struc 2.3.1.2.5.
DISTRACTION
external Struc 2.4.2.2.3.1.2.
integral Struc 2.4.2.2.3.1.1.
Divert Struc 2.4.2.2.1. Prin 2.4.2.2.1.B.
DIVIDE (attention) Struc 2.4.2.2.3.1. Prin 2.4.2.2.3.2.
external influence Struc 2.3.1.2.2.
false alarms Struc 1.1.2. Struc 2.4.2.1.1.B.b.bb
field of view Struc 2.4.2.2.3.
flustering Prin2.4.2.2.3.1.1.c.
HOLD attention Prin 2.4.2.2.2.
Information
selection Struc 2.4.2.
interfaces Struc 2.1.3.1.
lateral thinking Prin 2.3.1.1.4.B.
LTM processes Struc 8.3.
pattern learning Struc 1.6.7.
perplexity Prin 2.4.2.2.3.1.1.d.
Processing Resources
allocation Struc 1.4.3.1.
assign Struc 2.3.2.
availability Struc 2.3.1.1.5.
directed where Struc 2.4.2.2.
list Struc 2.1.
overload Struc 2.4.2.1.4.
percent engaged Struc 2.4.2.1.
RELAX Prin2.4.2.1.1.

CDM 1-2
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Processing Strategy

affected by Struc 2.3.1.2.
implement Struc 2.3.3.
substitution Prin2.4.2.2.2.
Time
processing Prin 2.3.1.1.5.A. Prin 2.3.1.1.5.B.
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CDM SECTION 2. COGNITIVE MODEL STRUCTURE

COGNITIVE SYSTEM STRUCTURE

GENERAL FACTORS

EXECUTIVE (EXEC) & WORKING MEMORY (STM).
(EXEC monitors STM contents and its own STATES and PROCESSES.)

GENERAL.

MONITOR/ASSESS CURRENT INTERNAL COGNITIVE SYSTEM STATE
(PHYSICAL & MENTAL CONDITION; high-level goals, motivation,
readiness, available resources/time, emotions/feelings/intuitions, confidence).

GENERAL.
MOTIVATION (“Will").

0.
1.

1.0.
1.1.

1.1.0.
1.1.1.

1.1.2.

Intensity of Motivation.
Commitment, loyalty.
Responsibility

.5 Motivating factors.
(Feelings/motives to do or obtain something. General high-level goals &
constraints; positive or negative.)

.5.1.
.5.2.
.5.3.
5.4.
.5.5.
.5.6.
5.7.
.5.8.
5.9

.5.10.
.5.11.
.5.12.
.5.13.

Hope for obtaining something of value.

Greed or desire for.

Interest in; boredom.

Involvement in.

Curiosity about.

Pride, vanity, (e.g., due to flattery).

Jealousy, envy.

Revenge.

Sense of obligation.

Altruism (feelings of charity, sympathy).

Empathy, identification, helpfulness, humanitarianism, compassion.
Feelings of embarrassment, humilition, unworthiness.
Particular emotions (qg.v.).

.6. Objectives of value (“direction” of motivation):

.6.1. Personal values: ethics, esthetics, simplicity, efficiency, understanding,
entertainment, humor, pleasure, ego-boost.
.6.2. Achievement (& to inform, entertain, persuade).
.6.3. Control & Power: influence, security, safety, profit, reward.
.6.4. Social values: companionship, sympathy, acceptance, sense of belonging,
participation, status, recognition, “saving face.”
READINESS.

.1. Availability of proc resources for delegation to CONTROLLER.
.2. Fatigue (e.g., reduces avail proc res).
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1.1.3. EMOTIONAL STATE/MOOQOD (& the processes which activate emotions).

1. Intensity.

2. Quality (emotion type).

2.1, anxiety, fear, panic.

2.2. love, compassion, pity, hate, anger.

2.3. pessimism, guilt, shame, inadequacy, inferiority.

2.4, happiness, enthusiasm, optimism, elation (e.g., uplifting feeling from a
positive, self-fulfilling, morally righteous, or therapeutic experience),
sadness, despondency, depression.

.2.5. humor.

2.6. satisfaction, dissatisfaction, jealousy, envy.

2.7. attraction, fascination, obsession, distate, disgust.

1.1.4. COGNITIVE SYSTEM'S SELF-CONFIDENCE; SELF-ESTEEM.
<To subdivide image of own capabilities, SPECIFY COMPONENT OF
COGNITIVE SYSTEM BY NAME &/OR STRUCTURE NUMBER.>

(The COGNITIVE SYSTEM derives self-confidence from the knowledge in
the self-image (see 8.8.5. SELF-IMAGE in LTM), & K attributes such as
reliability & trust.)

1.3. HIGH-LEVEL THINKING PROCESSES (Understanding, Inference, Judgement,
& Decision).
(See list of processes in 1.6. EXEC PROCESSES & procedures in 4.4.
ANALYTICAL PROCEDURES.)

1.3.1. Control & Autonomy.

1.3.1.1. Independence of thinking processes
(See als0 2.3.1.2.2. & 4.4.1.2.2.2.2.2.).

1.3.1.2. Perceived amount of control.

1.3.2. Belief formation & employment processes

1.3.2.1. Expectation (result of prediction).

1.3.2.2. Receptivity to info; belief criteria (skepticism & gullibility (involved
in making 8.8. World Image & current situation image).

1.3.2.3. Weighting of info.

1.3.3. Simplification and Approximation.
1.4. HIGH-LEVEL GOAL PURSUIT ACTIVITIES.

14.1. Define Current Situation.

1.4.1.1. Observe & Compare Goals & Current State.
1.4.1.2. Assess resources & capabilities (requirements & availability; refer to
self-image).

2.1 STATE K (features, templates, associations).
2.2. PROCESS K (procedures, routines, preplanned responses
(actions; changed data base) for specified conditions).
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1.4.1.2.2.1. General effectiveness of high-level decision processes.

14.1.2.2.1.1. Speed.
1.4.1.2.2.1.2. Timing.
1.4.1.2.2.1.3. Reliability.
1.4.1.2.2.1.4. Criticality.
1.4.2. Generate Plan to Satisfy High-Level Goals (options, priorities, initiate
internal action).
1.4.2.1. Generate & plan high-level options:
1.4.2.2. Determine assignment for delegation to manager.
Select system component (e.g., MANAGER) & processing strategy
(e.g., “K-USING & K-BUILDING Thinking Modes”).
(May delegate to CONTROLLER).
1.4.2.3. Evaluate & prioritize high-level options.
(Reasonableness check.)
1.4.3. Initiate Internal & External Action Processes to Satisfy High-Level Goals.
1.4.3.1. Allocate required processing resources for assignment by CONTROLLER.
1.4.3.2. Delegate task to MANAGER, etc.
1.6. FUNDAMENTAL PROCESSES (& CATEGORIES thereof) (e.g., thinking

1.6.1.

1.6.2.
1.6.3.
1.6.4.

1.6.5.

CDM

orwihk

processes & inference tools employed in problem solving procedures used by
MANAGER; Data-reduction (chunking) to selected level of detail.
Prediction, e.g., using context to produce expectations).

Establish, construct, synthesize, or refer to a STATE DESCRIPTION, such
as a situation image/picture, or a goal, initial, or current state. (See also
MANAGER 4.4.1.1.2.)

Assumptions.

Hypotheses.

Perceived probability of deception.

Measures of confidence in achieving goal.

External monitoring (FEEDBACK input).

COMPARE two state images (e.g., for goal & initial/current state).
CONNECT states and processes.

ASSOCIATE/CONNECT (High-level part of data input process; see SENSORS
& AFFECTORS for low- and mid-level processes): (This is a read process
rather than a write process.) Organization, sorting, categorizing of (input) data
(data reduction (chunking) to selected level of detail).

1. Types of ASSOCIATIONS:
1.1, Passive (e.g., characteristics).
1.2, Causal/influential.

HIGH-LEVEL PATTERN RECOGNITION & INTERPRETATION.
Recognition & interpretation of patterns, using induction, deduction, relational
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1.6.6.

1.6.6.1.

1.6.7.

1.8.

1.8.3.
1.8.5.

1.8.8.

1.8.8.1.

CDM

patterns including analogies, metaphors, logical relationships (at a high-level
rather than at mid-level as in the case of 6.7.MSS.5. PERCEIVE under
SENSORS).

Speed

Accuracy (Classification, Identification)

EVALUATION, CHOICE, & PREDICTION:

(see MANAGER.)

Prediction contributes to expectations; Building & use of hypotheses; see
MANAGER.

Prediction supports interpretation of info & K at all levels.

States & Processes Supporting “PREDICT”.
.1, Context (see MANAGER).

1.1.1. Current spacial & temporal context (see MANAGER; STM; &
EXEC 1.8.8.2.1.).

1.1.2. Long term & associative context (see LTM).

1.2. MANAGER processes using theories, models, etc.

DIRECT (ORCHESTRATE). (First part of external output processing. See
AFFECTORS for IMPLEMENT & DRIVE).

A, Pattern generation USIUNG established actions (e.g., automatic
processes, procedures, routines).
2. BUILDING/learning (orchestrated) action patterns.
3. ACTION PROCESSES.
3.1, Domain of operation:
A, Temporal.
2. Spacial.
3.2. (IDEF) parameters for Process:
1 Input.
2 Controls & Constraints.
3. Resources (e.g., avail of sensors and affectors).
4 Output.

WORKING MEMORY PROCESSES (e.g., 1. STM with “seven plus-or-minus
two” slots; 2. Spreading activation theory with working memory as an
“illuminated” or “activated” part of LTM).

Info storage processes (to STM).

Retention and forgetting processes (info loss, especially before LTM storage).

A, Decay of info with time.

2. Info interference.

2.1, Information overload.

3. Discard of irrelevant or obsolete information.
4. Interference with retention (rehearsal) process.

COGNITIVE SYSTEM’'S WORKING MEMORY (STM) IMAGES.
(see also 8.8. LTM: INTERNAL IMAGES).

WORKING IMAGE: GOAL STATES
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1.8.8.2.

WORKING IMAGE: CURRENT STATE/SITUATION

1. World STATE (environment, ...).

2. Current STATE/situation and PROCESSES.
2.1, Current context.

2.1.1.1. Spacial context.

2.1.1.2. Temporal context.

1.8..8.3.

WORKING IMAGE: HISTORY/RECENT PAST

1. Significance of past/current events.

1.8.8.4.

CDM

WORKING IMAGE: PREDICTED/PROJECTED FUTURE STATES
(e.g., outcomes for alternative options).
(see Payoff Matrix; Evaluate/Predict).
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2. CONTROLLER & BUFFER MEMORY
List of (LIMITED) PROCESSING RESOURCES.

2.1.

2.1.1.
2.1.2.
2.1.3.

2.1.3.1.

2.2.
2.2.1
2.2.2.

2.3.

2.3.1.

2.3.2.
2.3.3.
2.4.2.

CDM

ENERGY.
TIME.
SPACE.
CHANNELS (interfaces at which CONTROLLER controls info flow).
A CONTROLLER-Buffer/LTM Interface.
1.1, Info type: commands & programmed routines for CONTROLLER.
3. EXEC-Working-Memory/LTM Interface.
3.1 Info type: varied.
5. SENSOR-buffer/Working-Memory Interface.
5.1, Info type: Sensor input data.
7. AFFECTOR-buffer/LTM Interface.
7.1 Info type: Commands & routines for affector output.
List of PROCESSING RESOURCE “CUSTOMERS”.
EMOTIONS.
PROCESSES.

Routine requirements to inspect STM and SENSOR BUFFER for new
info, and to process this info (before it is lost).

See list of processes in EXEC 1.6 “Fundamental Processes”.

Control info processing strategy; & distribute processing resources required for
info flow and processing.

A

1.1,
1.2,
1.3.
1.4,
1.5,

2.1,
2.2.
2.3.

2.4.
2.5.

A,

1.1

Select processing strategy.
UTILIZE EXEC/K-USING MANAGER processes which consider:

goals.

priorities.

motivation.

alternative available processing strategies.
availability of processing resources (see 2.1.).

Affected by:

Dependence on preprogrammed, automatic, habitual, subconscious,
(inflexible) processes.

Dependence on external guidance & influence (see also
1.3.1.1.&4.4.1.2.2.2.2.2).

Willingness to expend resources to obtain info.

Distribution of proc resources required by task.

Discomfort (physical; mental).

Assign processing resources to customers.

Implement info processing strategy.

Directs processing resources in controlling info selection

(INFO SELECTION & SELECTIVE ATTENTION).

Percent engaged

Disengaged (relaxed; attention not attracted)
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1.2 Partially engaged

1.3. Fully engaged

1.4, Overloaded

2. Where directed

2.1 Shift center of attention; Attract; DIVERT

2.2. HOLD (maintain)

2.3. Field of view (focus)

2.3.1. Widen; DIVIDE attn (DISTRACT)

2.3.1.1. Among relevant events (“integral DISTRACTION?”)
2.3.1.2. Among irrelevant events (“external DISTRACTION”)
2.3.2. Narrow
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4. MANAGER
4.3. SYNTHETIC/CREATIVE/K-BUILDING PROCEDURES/THINKING MODE.

This thinking mode handles the building of the knowledge structures used by other parts of
the cognitive system. It uses processes which produce each state description or process found
elsewhere in the system, except those which are innate. This section is not developed, the prin-
ciples being listed with other, corresponding parts of the system.

4.4. ANALYTICAL/ PROBLEM-SOLVING PROCEDURES/THINKING MODE.
4.4.0. General effectiveness of problem-solving processes.
4.4.0.1. Speed
4.4.0.2. Timing
4.4.0.3. Reliability
4.4.0.4. Criticality
441 LOCAL GOAL PURSUIT & PROBLEM SOLVING PROCEDURE.
4.4.1.1. FORMULATE PROBLEM & (RE-)EXPRESS IN INTERNAL FORM:
(Note: Relating EXT WORLD to INT IMAGE is fundamental.)
4.4.1.1.1. Establish/Refer to GOAL (including actual and perceived
intent, priorities).
A, Goals (e.qg., setting)
.1, Time factors (constraints on achieving goal)

a. Longterm
b. Intermediate term
c. Shortterm (see 2.3. CONTROLLER: processing
strategy)
1.2, Specificity
a. General
b. Specific

44.1.1.2. Establish/Refer to INITIAL or CURRENT STATE (see also
8.8. LTM INTERNAL IMAGES of COGNITIVE SYSTEM'S
AND OTHER SYSTEM'’S physical & mental condition) (see
also EXEC 1.6.1.).

A, Assumptions.
2. Hypotheses.
3. Perceived probability of deception.
4. Measures of confidence in achieving goal.
5. External monitoring (FEEDBACK input).
4.4.1.2. DEFINE CURRENT PROBLEM-SOLVING STATUS & PROBLEM
SPACE:
4.4.1.2.1. Define Problem-Solving Status (COMPARE images: goal state &
initial/current state).
4.4.1.2.2. Define Problem Space.
4.41.2.2.1. Assess Resource Requirements.
441.2.2.1.1. External Resources.
4.41.2.2.1.2. Internal Resources.
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4.4.1.2.2.2.

4.4.1.3.
44.1.3.1.

44.1.3.2

4.4.1.3.3.

CDM

1.2.1. K, K-Types, K-Sources, Attributes (see 5.1
STRUCTURE OF WORLD-IMAGE KNOWLEDGE
& BELIEF).

Assess Available Capabilities and Processes.
2.1 See section 1.2. MENTAL CONDITION: Motivation,
self-image, etc.

2.2. Process IDEF parameters:

2.2.1. Input.

2.2.2. Controls & Constraints on processes; autonomy
(see als0 1.3.1.1 & 2.3.1.2.2).

2.2.3. Resources (e.g., avail of sensors and affectors).

2.2.4. Output.

SOLVE PROBLEM.

Generate & Plan Options (means to goals).
— Relate states & processes.
— PREDICT effects of processes & other resources on states.
— Plan go/no-go conditions.
— Plan preplanned responses.

Evaluate Options.
(e.g., by using procedure 4.4.2. Payoff Matrix Evaluation.)

A, Generate, select, & employ standards and Measures of

Effectiveness (MOE'’s).

2. MONITOR and evaluate PAST effects of PROCESSES on STATES

using FEEDBACK. (Compare current state with previous states;
Evaluate appropriateness.)

2.1, Previous goals.
2.2. Previous processes.
2.3. Previous choices.
2.4, Progress toward goal.
2.8. FEEDBACK: Performance coupling (degree; value).
3. Validate CURRENT picture/situation.
4. Predict FUTURE outcomes (use context, models, etc., to

generate expectation).
7. Evaluate Options.
7.1 With respect to absolute criteria, assumptions, and K-validity.
7.2, Relative evaluation (comparison) with respect to optimal/

best-fit.
7.3 Cost/effectiveness evaluation.
Choose/Prioritize Options.
A Decision threshold or criterion.
2. Prioritize options.
2.1, STATE DESCRIPTIONS: Goals & Subgoals.
2.2. PROCESSES: Means to Solutions.
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4.4.2. PAYOFF-MATRIX Evaluation. Set up a table which includes the following:

1. Conditions or events.

1.1, Possible conditions or events.

1.2, Probabilities of conditions or events.

2. Possible alternative decisions/choices for a given condition or event.

2.1, Investment (Cost, effort, manpower, material, logistics, weapons,

to pursue alternative).

3. Possible outcomes (e.g., hit, miss, FA, CR).

3.1, Payoff value for each possible outcome (event x decision).

3.1.1. Positive components.

3.1.2. Negative components.

3.2. Probability of outcome, for a given choice.

4. Expected (overall average) payoff for each possible decision.

4.1, Actual expected payoff values.

4.2, Perceived expected payoff values.

4.2.1. Hope (see EXEC 1.2.1.5.1. Motivation).

4.2.2. Perceived risk, peril.
4.4.3. ANALYTICAL PROCEDURES, TOOLS, THEORIES, MODELS, ETC.
4.4.3.1. Mathematical tools and procedures.
4.4.3.3. Formulas; models & simulations; procedures, algorithms, & routines.
4.4.35. Logical & intuitive reasoning & judgement.

(NOTE: Some intuition may be considered as an EXEC function involving a less concious or
less rigorous application of analytical tools without extensive MANAGER involvement. Perhaps
it employs “table look-ups” made possible by previous experience.)

5.1, Logical reasoning and judgement.

5.2. Intuitive judgement & estimation biases.
5.2.1. Sampling bias.
4.4.3.7. Comparison.
4.6. EXTERNAL INPUT (SENSOR) PROCEDURES.
4.7. EXTERNAL OUTPUT (AFFECTOR) PROCEDURES.
4.8. INTERNAL (LTM) INPUT & OUTPUT PROCEDURES.
4.8.8. Available memories are LTM, STM, & sensor & affector buffers (g.v.).
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6. SENSORS & BUFFERS

6.0 General
6.MSS. Sensor mdoe (M) and type (SS) specified as follows:
MSS. Mode & Type unspecified
1SS. Passive Mode
2SS. Active Mode
MOL1. Electromagnetic
M11. Visual
MO02. Acoustic
M21. Auditory
MO3. Chemical
M31. Taste
M32. Smell
MO4. Skin
M41. Pressure
M42. Temperature
M43. Damage
MO5. Acceleration & Motion

6.MSS.1. DETECT (SENSE)
1.1, Coverage area
1.2, Amplitude & S/N ratio & sensitivity threshold
1.2.1. Signal level
1.2.2. Noise level
1.3. Sensor capacity

1.4 Precision (resolution, discriminability).
1.4.1. Spacial.
1.4.2. Temporal.

6.MSS.3. PERCEIVE (SENSE) FEATURES (PRIMATIVES/CHARACTERISTICS).
(Reduces (chunks) data to selected level of detail).
3.1, Speed.
3.2. Accuracy.

6.MSS.5 PERCEIVE THE WHOLE (GESTALT); Pattern recognition (e.g., by
TEMPLATE MATCHING), classification, & identification.
(Reduces (chunks) data to selected level of detail. See also high level
processes 1.6.4. & 1.5.4. in EXEC).
5.1 Speed & Response Time.
5.2. Accuracy.

NOTE: “ASSOCIATE,” the process for the next higher level, is in EXEC.

6.MSS.7. Reference Values and Feedback.
6.MSS.8. Buffer Memory.
6.MSS.9. Other.
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7. AFFECTIONS & BUFFERS.

7.0.
7.AA.

7.AA.L.

7.AA.S.

7.AA.5.

NOTE:

7.AA.T.
7.AA.8.
7.AA.9.

CDM

General.

Affector type (AA) specified as follows:

01. Electromagnetic

0.2. Acoustic.

21. Speech.

03. Chemical.

05. Kinetic (Physical) (e.g., muscle).

DRIVE.
1.1, Coverage area.
1.2, Amplitude.
1.3 Capacity (Power).

1.4 Precision.
4.1, Spacial.
4.2, Temporal.

IMPLEMENT FEATURES (USE OF PRIMATIVES/CHARACTERISTICS).

3.1, Speed.
3.2 Accuracy.

IMPLEMENT THE WHOLE (GESTALT); Pattern generation USING

TEMPLATES.
5.1, Speed & Response Time.
5.2. Accuracy.

Reference Values and Feedback.
Buffer Memory.
Other

“DIRECT” (ORCHESTRATE), the process for the next higher level, is in EXEC.

STRUCTURE



8.
8.1.

8.1.1.

8.1.2.

8.1.3.

8.1.4.

8.1.5.

8.1.6.

8.1.7.

8.1.8.

CDM

WORLD IMAGE & LONG TERM MEMORY (LTM)
STRUCTURE OF WORLD-IMAGE KNOWLEDGE & BELIEF

N =

w i

A,
1.1,
1.2,

W

arwihpk

rwihE

B

B

TYPES of Info and Knowledge.

STATES (STATE DESCRIPTIONS).
PROCESSES.

LEVEL of Info and Knowledge.

LOW.
MID.
HIGH.

ORGANIZATION of Info and Knowledge.

Connections.
Passive associations.
Causal associations.

ATTRIBUTES of info & K (K-ATTRIBUTES) (Group 1).

PURPOSE.
IMPORTANCE.
APPLICABILITY.

K-ATTRIBUTES (Group 2).

QUANTITY.

COMPLEXITY.

ACCURACY.

PRECISION.

DEGREE OF FORMALISM (DEGREE TO WHICH EXPLICITLY
SPECIFIED).

K-ATTRIBUTES (Group 3).

AVAILABILITY.

BASIS (SOURCE; DERIVATION).

PERMANENCE.

RELIABILITY (REPEATABILITY based on statistical tests).

K-ATTRIBUTES: VALIDITY (Correctness based on evidence).

Validity of info being stored.

Validity of info in knowledge base.

a. Parameter: Truth value: probability info is true based on evidence
(Oto ).

Validity of info after retrieval.

K-ATTRIBUTES: BELIEF & TRUST (Commitment to dependence on K).

Belief in info being stored.

COGNITIVE SYSTEM'S belief about validity of info in its knowledge

base.

a. Parameter: Belief: believe, don’'t know, disbelieve; believe opposite
(1, 0.5, 0; -1).

Belief in info after retrieval.
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8.1.9. Relationship between info validity and belief.

. Trust in reliable info or source.

2. Distrust of unreliable info or source.
3. Trust in unreliable info or source.
4. Distrust of reliable info or source.

8.3. LTM ORGANIZATION AND STORAGE PROCESSES.

8.3.1. Failure of Process.

8.3.2. Info Validity.

8.5. LTM RETENTION AND FORGETTING PROCESSES.

8.7. LTM SEARCH AND RETRIEVAL PROCESSES.

8.8. COGNITIVE SYSTEM’S INTERNAL IMAGES: STATE DESCRIPTION

KNOWLEDGE & VIEW OF PROCESSES.

8.8.1. COGNITIVE SYSTEM’'S GENERAL K & BELIEFS ABOUT THE WORLD.
(e.g., superstition, stereotypes)

8.8.2 COGNITIVE SYSTEM'S IMAGE: PHYSICAL WORLD & PROCESSES.
(e.g., natural phenomena, math, physics, frequency data, the existence,
nature, & effects of processes)

8.8.3. COGNITIVE SYSTEM'S IMAGE: HUMAN BEHAVIOR.

8.8.4. COGNITIVE SYSTEM'S IMAGE: HISTORY, EXPERIENCE, & EVENTS.

8.8.5. COGNITIVE SYSTEM'S IMAGE: K & BELIEFS ABOUT ITSELF

(“SELF-IMAGE?”).

<SPECIFY COMPONENT OF COGNITIVE SYSTEM BY NAME &/OR STRUCTURE
NUMBER. E.g., COGNITIVE SYSTEM's EXEC, CONTROLLER, etc; COGNITIVE
SYSTEM's goals, intent, priorities, means to goals, commitment, loyalty, internal values &
constraints, will & motivation, etc.>

A Physical characteristics & capabilities.
2. Mental characteristics & capabilities.
2.1 Adequacy of knowledge base (STATES).
a. Relation of world image to real world.
2.2. Adequacy of PROCESSES.
8.8.6. COGNITIVE SYSTEM'S IMAGE: K & BELIEFS ABOUT OTHER SYSTEM.

<SPECIFY COMPONENT OF OTHER SYSTEM BY NAME & OR STRUCTURE NUM-

BER. E.g., OTHER SYSTEM’s EXEC, CONTROLLER, etc; OTHER SYSTEM's goals, intent,
priorities, means to goals, commitment, loyalty, internal values & constraints, will & motivation,
etc.>

A, Physical characteristics & capabilities.
2. Mental characteristics & capabilities.
2.1, Adequacy of knowledge base (STATES).

a. Relation of world image to real world.
b. OTHER SYSTEM's knowledge about COGNITIVE SYSTEM.
2.2. Adequacy of PROCESSES.
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8.8.7. COGNITIVE SYSTEM’s IMAGE: K & BELIEFS ABOUT THE CURRENT
SITUATION: World state, environment, context, significance of past events,
processes currently operating. (See 1.8.8. EXEC Working Info).
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CDM SECTION 3. COGNITIVE MODEL CHARACTERISTICS
(SKETCH)

CHARACTERISTICS

0. GENERAL FACTORS (affecting capabilities).
1. EXEC & WORKING MEMORY

1 Directs and manages other processes

1. Interacts with LTM

1 Guides and utilizes MONITOR

1.1.1. Includes “will,” determination, loyalty, and commitment
1.1.1.1. Level of motivation; laziness

1.1.1.2. Commitment to goals and means

1.1.2. Factors affecting readiness:

a. confinement
b. physical exercise
1.1.2.2. Factors affecting fatigue:
a. Amount of sleep
b. amount of food and water

1.3.1. Social structure and chain of command.

1.3.1. Intellectual maturity; capacity for independent thought
1.3.2. Criteria for belief

1.3.2.2. Tendency to suspect deception

a. Experience being deceived

1.4.1.2.2.1.3. Ability to detect deception
a. Alert status

1.6. Monitors knowledge validity, belief, trust, and confidence.
1.6. Evaluation of importance, relevance, and impact
1.6. Comprehension, concept formation
a. Meaning
b. Problem solving
c. Linguistic processing
a. Inference
b. Parsing
c. Verbal representation
d. Semantics

1.8. Employs STM or Working Memory
1.8. SHORT TERM MEMORY
a. Capacity limited to five “chunks”
aa. Decay of info within about 30 seconds
bb. Interference by other info
1.8. Perceived importance, relevance, and impact
1.8. STM Memorial Comparison Process
(e.g., Comparison of input with STM contents.)
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CHARACTERISTICS

CONTROLLER & BUFFER MEMORY
CONTROLLER is a single channel processor which:
a. has limited capacity

directs info processing resources

2.
2.
b.
c
d.
e
a.
b.
2.1.3.1.
2.1.3.1.7.1.
2.3.1.
a.
b.
C.
d.
2.3.3.
a.
2.4.2.

CDM

. itself requires info processing resources

is affected by motivation and emotion

. Other Processing Characteristics:

speed

timing and coordination

Controls info flow at interfaces; access to Controller Buffer, STM, LTM,

and Sensory and Affector Buffers.

Output coding for affectors
a. Message generation and encryption to indicators.
b. Motor patterns; speech articulation patterns.
c. Inclusion of unintended information (info leaks).
d. Errors and delays.

Selects Processing Strategy.

Encoding processes
aa. Level of detail (F/NF)
bb. Code forming/code using
— Probable bias for code using strategies vs lengthy code forming
(learning) strategies
Automatic processes vs controlled processes
aa. Novel vs familiar data
bb. Flexible vs inflexible
Selection of reference information
External influence

Implementation of processing strategy

Encoding processes (decoding from indicators to message; analyze,
interpret, validate, evaluate, screen evaluation)
aa. Chunking

Controls ATTENTION PROCESSES

a.

b.
C.

Determines allocation of limited processing resources to Controller, EXEC,
STM, LTM, sensory, and affector processes.

Percent engaged

Where directed
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CHARACTERISTICS
4. MANAGER
4.3. Controls:
a. Info selection from external and internal sources.
(See also 6.3.2. CONTROLLER.)
b. Info format and modality
c. Reference information
4.4.1.1.1. Planning. Determines:
a. goals, subgoals
b. priorities among goals
C. means to goals, authority, resources
d. time schedule
4.4.1.1.2. Perceived story or scenario
a. Personal, personality, mental, & physical predispositions
b. Innate, learned, preprogrammed by others
c. Statistical estimation
aa. Poor at Bayesian statistics:
— Often employs unrepresentative sampling
— Incorrectly estimates probability of events
bb. Makes oddmatches due to failure to know size of target
or sampled sets
— Notices events but fails to notice non-events
cc. Subject to subjective validation of a hypothesis
(Ignore data which does not fit; Use data which does)

CDM 3-3 CHARACTERISTICS



CHARACTERISTICS
6. SENSORS & BUFFERS
a. Inputs: signal (S), and noise (N)

6.MSS. SENSOR MODE & TYPE:
111. (Visual) — Eyes
121. (Auditory) — Ears
131. (Chemical: Taste) — Tongue
141. (Chemical: Smell) — Nose
M41. (Skin) — Tactile
142. (Skin) — Temperature
143. (Skin) — Damage/Pain
6.MSS.1. (DETECTION)
6.MSS.1.4. (PRECISION/DISCRIMINATION)

6.MSS.5. PATTERN ANALYSIS/RECOGNITION/CLASSIFICATION/
IDENTIFICATION
a. Method of algorithm
b. Initial low level processing
a. Automatic at lowest levels
b. Controllable at intermediate levels
c. level of detail
d. For ambiguous info, fills in info from memory pattern
6.MSS.10. BUFFER STORES
6.111.10. Visual Information Store (VIS)
a. Time decay in about 0.1 seconds.
b. Interference
6.121.10. Precategorical Acoustic Store (PAS)
a. Time decay in about 2 seconds
b. Interference
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CHARACTERISTICS
7. AFFECTORS & BUFFERS
a. Output: signal, noise
7.AA.  Affector Types:
7.21. (Acoustic) — Speech
7.03. (Chemical) — GSR, sweat
7.05. Muscle (Motor)
a. Physical movement
a. Body Language
b. Appearance changes
c. Involuntary muscle movements
a. Regular automatic (e.g., heart rate)
b. ldiosynchratic (subconsciously variable)
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CHARACTERISTICS

8.
8.3.

8.5.

8.7.

8.8.
8.8.

CDM

LONG TERM MEMORY & WORLD IMAGE

(ORGANIZATION AND STORAGE PROCESSES)

a.
b.

C.

Time required
Reference information
Input information

(RETENTION (AND FORGETTING) PROCESSES)
Allows discarding of detailed input when a match is found.
(SEARCH & RETRIEVAL PROCESSEYS)

a.

b.
C.
d

Time required

Reference information

Input information

Compare input and reference information

aa. Finds “schema” in LTM which represents data (matches, classifies,

summarizes)

(WORLD IMAGE): perceptions & beliefs not easily altered
STRUCTURE OF MEMORY

=

@—~poooTy

Knowledge structure

Frames, schemata

Nodes and links (relations; associative)

Organization

Activation

MOPS (Memory Organizational Principles)

Scripts

a. Episodic memory (based on events) vs Semantic memory (based on
hierarchies)

Learned patterns and procedures

Routines (programs & subroutines) vs production systems (conditions and

actions)

Automatic processes, rote memory, “habits”
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0.B.

0.C.

CDM SECTION 4. DECEPTION PRINCIPLES

GENERAL FACTORS & PRINCIPLES

Design deception to have the desired total, integrated, effect on THEY’s processes
(understanding, inference, decision, judgement, monitoring, goal setting, memory,
learning, etc.).

NOTE: “The effect is the thing” — Annemmann.

NOTE: The measure of the effectiveness of a deception should be based on its
effect on THEY’s cognitive processes, not WE’s perception of it.

NOTE: WE's individual personality and approach must determine what WE presents,
and how WE presents it.

Increase difficulty for THEY to find the truth (i.e., THEY’s info processes).
a. Increase ambiguity (“A-type” deception).
b. Decrease ambiguity, but lead away from the truth (“M-type” deception—misleading).

aa. Manipulate or capitalize on THEY’s EXPECTATIONS.
I.  Manipulate mental set via instructions, suggestion, pre-planned
experiences.

NOTE: We see things as our minds think they ought to be; our
minds find simple (sic) patterns automatically; and once a meaning
or pattern is established, it is difficult to change (“perceptual
prejudice”)—Weibel.

NOTE: “We represent it so vividly to ourselves we believe we see
it.”—A. Binet, 1894 regarding habitually associated acts.

NOTE: “Always endeavor to form an accurate conception of the
point of view most likely to be adopted by a disinterested
spectator.”—Maskelyne.

ii. Capitalize on THEY'’s education, prior experiences.

NOTE: Perception (e.g., based on partial info; see 4.4.1.1.2.),
including the finding and interpretation of evidence, is affected
by expectation, beliefs, motives, past experiences.

Induce/capitalize on THEY’s general processing capabilities and strategies (e.g.,
to predict susceptibility to particular types of deception).

a. Whether THEY’s thinking style is “left-hemisphere” (logical, analytical, ...)
or “right-hemisphere” (intuitive, spacial, visual, ...).



EXEC
1.0.A.

1.0.B.

1.1.

1.1.A

1.1.B.

1.1.C.

1.1.D.
1.1.E.

1.1.F

CDM

PRINCIPLES

Capitalize on the speed and accuracy of THEY’s EXEC processes (understanding,
inference, decision, judgement, monitoring, goal setting, memory, learning, etc.).

Capitalize on patterns of THEY’'s EXEC processing, especially those revealed by his
type of education and thinking habits. Provide THEY with input which leads him
along his accustomed paths of thinking.

Use physical and mental (POW) techniques such as brute force and “brainwashing”
to reduce THEY’s mental capability, possibly without him realizing it (e.g., alter
his self-image; lower his self-esteem). See 2.1.3.1.1.4.A,, 8.3.B., 8.5.A,, 8.8.5.

Brainwashing techniques include:

a.. fatigue; sleet, food, water deprivation.

b. repetitive stimuli.

c. rhythmic stimuli such as photic driving at natural brain wave frequencies to
produce seizures in epileptics.

d. forceful stimuli.

e. sensory deprivation; reduced stimulation.

f. unpredictable environment.

g. unpredictable attitudes of brainwashers (e.g., from conciliatory to brutal).

h. unpredictable punishment.

I. isolation.

j-  indoctrination lectures, lies, persuasion.

. threats; fear; simulate punishment of others.
|. disorientation.

NOTE: Make THEY susceptible to “brainwashing” by emotional deprivation or
high states of emotion (e.g., anger & faer) as may be produced by excessive leniency
or excessive punishment, especially when used alternately.

Techniques for producing hallucinations (e.g., confusion of reality and fantasy) include:
a. confine (physically; by threats; by commands).

b. remove from environment—(prolonged) isolation.

c. sensory habituation; monotonous stimuli (e.g., noises).

d. (prolonged) uncertainty of outcome (e.g., life raft experience).

e. physiological damage; deprivation.

Hypnosis can be used to induce sensor & affector hallucinations, make memory
modifications, control attention, and control EXEC processes such as decision and
judgement.

Drugs and Chemicals.

Electro-stimulation of the brain to produce artificial sensations, emotions, epileptic
seizures, etc.

Physical changes. Temperature (e.g., heat exhaustion to produce disorientation);
Movement (e.g., inner ear/visual disparity; spinning to cause dizziness; ship motion to
cause seasickness).
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1.1.1. Manipulate or capitalize on THEY’s motivation (e.g., to alienate from group or authority
and win to WE's side).

A. So THEY does not want (see also 1.3.2.2.):
a. to obtain key info.
b. to process key info correctly.
c. to communicate or establish a close relationship (e.g., by simulating an
unappealing characteristic or condition).

B. Induce belief that the end (goal) justifies the means.

C. Offer “greener grass” (capitalize on THEY’s desparation; point to unfulfilled
promises; promise gain).

D. Induce/capitalize on conflicting motives.

1.1.1.1.A. Capitalize on THEY’s laziness on non-delegated tasks
B. Weaken THEY’s morale.
C. Induce/capitalize on complacency/lack of motivation.
D. Induce/capitalize on THEY’s appreciation for or interest in events
(entertainment, art, grace, beauty, etc.) to delay action.

1.1.1.2.A.  Obtain premature commitment (e.g., by pressure tactics).
B. Strengthen commitment to a goal by inducing belief that it was THEY’s idea.
C. Strengthen commitment to a goal by making they work for it (e.g., seemingly
against WE's will).
D. Weaken commitment by inducing belief THEY’s asset is a liability he
should discard.

1.1.1.3. Decrease perceived responsibility by dividing it:
a. “Collective guilt becomes singularly absolving.”
1.1.15.1. Build false hopes. (Hope for something of value can be a major payoff

in con games in which it is the result of intense belief and focus
overriding the low validity and the low likelihood of obtaining the
desired outcome. See also 4.4.2.1.3.1. Payoff Value).

1.1.1.6.4. Put THEY in a position where to disagree would make him look bad to
himself or others (Logical Fallacy 27), or where to agree would make him
look good. (See also 4.4.2.3.1. Payoff Value).

1.1.2. Induce/capitalize on a change in activation threshold level (e.g., by 2.4.2.1.1.B.b.bb.
increasing false alarm rate; 8.3.2. NOTE 3: partially dehoaxing a subject in an
experiment involving nested deceptions, and thereby changing his expectations and
making him more sensitive to the possibility of deception.)

1.1.3.A. Create or capitalize on emotional commitment
1.1.3.B. Arouse emotions (e.g., fluster, g.v.) to:
a. decrease available processing resources (2.1.).
b. manipulate or take advantage of motivation (1.1.1.); e.g., demotivate and
disarm through depression.
c. distract THEY from something; cloud thinking.
d. make THEY lose sense of time.
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1.1.4.A. Make THEY distrust own capabilities, information, or solution.

a.

b.

Provide an (alternative) explanation.
aa. which THEY prefers.
Feed recognizably false info into sensors or sensor buffers.

B. Encourage unwarranted trust in THEY’s capabilities.

a.

b.

Continue to emit obsolete data to encourage THEY’s continued use of
obsolete info processing methods (see also 6.MSS.5.2.D.c.).

Capitalize on ignorance of true sensor sensitivity especially under special
circumstances.

1.3.A. Capitalize on inadequacies in THEY’s conceptualization, comprehension, &
inferencing (e.g., conditional probabilities are difficult to comprehend). (See 4.4.2.).

1.3.B. Justification.
a. Special pleading: applying a principle only in cases when it supports a given
(THEY’s) view (Logical Fallacy 32).
b. Special consideration: appeal to pity, extenuating circumstances (Logical
Fallacy 39).
c. Fallacies: “Point to another wrong:” “Every one else does it;” “two wrongs make
a right” (Logical Fallacy 41).

1.3.1.1.  Induce/strengthen reliance on other’s decisions.

a.
b.

1.3.1.2.A

1.3.1.2.B.

CDM
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Discourage skepticism & independent thought.

Encourage dependence and unquestioning info acceptance.

aa. Appeal toignorance
(“You don’t know, so believe me”).

bb. WE, in authority position, gives THEY faulty advice which makes THEY
still more in need of or dependent on WE’s advice.

Utilize herd instinct; peer pressure; fads; popular ideas (Logical Fallacy 24
part b). (Susceptibility affected by excitement; physiological/chemical
changes such as adrenalin flow; motivational speeches; humor—it spreads.)

Create an imaginary new entity so THEY’s only source information on it
is from WE.

Make THEY believe he is in control:

a. that THEY has a plan that will accomplish his objective and can carry

or is carrying it out. Play along with THEY’s deception.

b. that THEY is obtaining information through his own efforts, and

independently of WE’s wishes.
that THEY is responsible for initiating the contact or event.
that events, especially THEY's losses, are due to his own actions.

e. that THEY has the advantage of practice, which in fact serves as a

control condition for correctly interpreting his later actions.
that THEY, rather than someone else, has set the conditions for the
“test.”

Make THEY think he is “in on” the plan.

a.  Multiple THEYSs, “in on the plan” and cooperating, none of whom knows

the deeper deception in which the plan is nested.
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1.3.2.1. Induce/utilize belief which itself can produce the desired/expected effect
(e.g., physiological effect; psychological effect; self-fulfilling prophesy;
placebos).

1.3.2.2.A. Induce or capitalize on suspicions or conclusions caused by (false)
allegations (“Where there’s smoke, there’s fire”) (Logical Fallacy 28.).

1.3.2.2.B.  Alter THEY'’s receptivity to information or a concept by changing his
emotional state/modd (see 1.1.3 & 4.4.1.3.2.1.) through employment of
humor, ridicule, flattery, etc. (Logical Fallacy 38).

1.3.2.2.C. Induce/strengthen THEY’s belief in something by virtue of THEY’s
involvement in it (see 1.1.1.5.4.).

1.3.2.2.D. Induce THEY to increase his receptivity to information (suspend his
skepticism) by withholding information from him, thereby creating an
“appetite” for information.

1.3.2.2.E. Induce THEY to accept an excuse (e.g., for a failure, an experiment
failure, or for cheating) by inventing a characteristic which requires the
behavior. (See also 4.4.1.1.2.2.A. Logical Fallacy 30, “The Good Reason”).

1.3.2.2.F.  Utilize THEY’s beliefs and assumptions about plausibility (see also
4.41.1.2.1):

a. Keep deception story within bounds which THEY believes to be
plausible & a viable option for WE.
aa. If THEY won'’t believe a truth which WE wants THEY to
believe (e.g., because it is astounding or unacceptable),
then distort the truth to be within plausible bounds.

b. Make THEY’s concept of WE’s plan implausible, or select plan

which THEY considers implausible:

aa. No possible means to goal; therefore either WE has a
different goal or we will fail (note: the goal may be obtaining
particular information).

bb. The particular means to goal is impossible; therefore either WE
has a different goal, or WE has a different means to the goal,
or WE will fail.

cc. Required preparation is not worthwhile or reasonable or
probable.

c. Capitalize on improbable, special/unique cases.
1.6.1.1. (and)

1.3.2.2.G. Induce or capitalize on SELF-PERPETUATION OF BELIEFS, patrticularly
prior or desired beliefs.

Note: Rationality is a self-correcting system of discovery; a rational attitude allows testing of
beliefs. Rationalization consists of those processes which make beliefs self-perpetuating regard-
less of the evidence.

1.3.2.2.G.a. Capitalize on THEY'’s strong tendency to believe what he wants to believe
(Logical Fallacy 31—wishful thinking). (See also 1.1.1. Motivated behavior.)
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1.3.2.2.G.b.

1.3.2.2.G.c.

1.3.2.2.G.d.

1.3.2.2.H.

1.3.2.2.H.a.

1.3.2.2.H.b.

1.3.2.2.H.c.

CDM

Self-perpetuation of beliefs due to SUBJECTIVE VALIDATION, in which only
evidence supporting the belief is sought, noticed, or fully processed/pursued.
Non-supporting or contradictory evidence is not-noticed, ignored, interpreted as
supporting, or disregarded. Also see other 1.3.2.2.G. headings.

aa. Source selection. Selective seeking, exposure to, or use of only those info
sources which support current view (2.4.2. Info Selection). (See also
8.1.9.3.).

bb. Information selection. Capitalize on THEY’s tendency to FAIL TO
OBSERVE OR NOTICE, to ignore, or to suppress evidence which fails
to support or which contradicts his current view (see also Logical
Fallacy 34; 2.4.2. Info Selection).

cc. Information validation. Capitalize on THEY's failure to question evidence
(e.g., “amazing results” of a psychic) which supports his current view.

Induce/capitalize on THEY’s tendency to interpret or MISINTERPRET ALL
EVIDENCE AS SUPPORTING or more favorable to one’s preferred beliefs.
Note: A “non-falsifiable” belief is one which any data likely to be obtained
can be interpreted to support.

Capitalize on THEY’s tendency to deduce without consideration of, or in spite
of, the facts, especially on the basis of prior beliefs (Logical Fallacy 34), or
when lacking information.

aa. Induce/capitalize on THEY’s tendency to disregard or excuse contradictory
evidence.
aaa. e.g., to hypothesize “if A then B,” and then, when B fails to occur,
to conclude that A needs to be done better, rather than that the
hypothesis is false.

Capitalize on THEY’s tendency to notice or concentrate on EXPECTED stimuli,
successes, meaningful stimuli, and matches; and to fail to notice or ignore
UNEXPECTED or “non-" (meaningless) objects or events, such as a failure to
match.

Capitalize on THEY'’s tendency to notice those things to which he has been
alerted. (See also 0.B.b.aa. Expectation.)

aa. and to therefore subsequently perceive it as occurring more frequently
than before.
aaa. “lllusionary correlation” is a type of subjective validation in which
expected matches are imagined to occur more often than they really
do.

Induce recognition of an incorrect pattern, e.g., by suggesting a particular
interpretation of data (“suggestion”).

Induce/capitalize on THEY'’s tendency to accept the apparent accuracy and
specificity of matches between two descriptions or predictions, when they in fact
are due to underestimation of the size of sample sets and the principle of
EQUIVALENT ODDMATCHES rather than to any significant analytical or
predictive power.

4-6 PRINCIPLES



ODDMATCHES: The subjective “oddmatch” effect occurs when the matching

of one event, such as a dream, with another, such as a subsequent happening, is
perceived as unlikely (and perhaps paranormal) because of a failure to realize
the very large number of opportunities for matches. A person may greatly
underestimate the size of the sets of match candidates: (1) because he fails to
notice many match candidates which do not occur, but which could occur; and
(2) because he perceives what is actually a long-run situation (unlimied time)

as a short-run situation.

Thus, an “oddmatch” situation is one with multiple “hit” endpoints (see also
8.8.6.2.D. “multiple outs”), and in which any of many possible matches produces
the desired outcome. The principle of equivalent oddmatches is that any of these
matches is as good as any other. People naturally mistake an “oddmatch”
situation for a “probability match” situation with a single “hit” endpoint, for

which only one possible match produces the desired outcome. (Reference:
Marks & Kammann##, pages 24, 40, 158, 161, 166, 168). (See also 4.4.3.5.2.).

1.3.2.3. Inappropriate weighting of info (e.g., unequal weighting of data when equal
weighting is required.)

1.3.3.A. Oversimplification (Logical Fallacy 62). Prevent complete understanding of a
complex situation.

B. Assume linearity for a nonlinear system (See 4.4.1.1.2.A.c.cc. Unwarranted
extrapolation of periodic function).

1.4.1.2.2.1.A. Enhance THEY’s indecision by making all alternatives seem:
a. equal.
b.  bad (Logical Fallacy 43).

1.4.1.2.2.1.B. Hinder THEY’s decision by limiting THEY’s analysis resources.
a. Induce failure of THEY to examine all data before making decisions.

1.4.1.2.2.1.1.A. Induce a quick (hasty) decision:

a. Limit analysis time (desperation, urgency) (e.g., to limit info
sources, competition, etc.) (e.g., by manipulating payoff matrix
as function of time).

b. Arouse THEY’s emotions.

c. Induce belief THEY has sufficient or all available data.
aa. fit THEY’s preconceptions.

B. Slow THEY’s decision by introducing uncertainty:
a. Make THEY consider possibility of deception.
b. Use confusion or contradiction.
c. Distort THEY’s perception of progress towards a solution.

1.4.1.2.2.1.4. Conceal/disguise criticality of THEY’s critical decisions.

1.6. Induce THEY to make a faulty GENERALIZATION (see also 4.4.3.5. Logical and
Intuitive reasoning & judgement):
a. (Logical Fallacy 01.) Hasty generalization from insufficient sample/data.
b. overgeneralize
(use of general characteristic of inhomog group).
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(Overgeneralization of statistical base.)

C. population stereotype
(non-use of gen char of homog group)

d. sweeping generalization (without taking into account special circumstances—
reverse direction from overgeneralization).

e. Fallacy of composition (if true for each member, then true for the group as an
entity) (Logical Fallacy 09).

f. Fallacy of division (if true for group as a entity, then true for each member)
(Logical Fallacy 10).
aa. Statistical average for group applies to each member.

1.6.1.1.A. Induce/capitalize on plausible, but erroneous assumptions which are used
implicitly or automatically during organization and categorization of (e.g.,
input) data (e.g., assumptions about the results of data handling processes or
transformations). (See also 4.4.1.1.2.1.).

a. Induce THEY to erroneously assume temporal or spacial continuity.

1.6.4.A. “Reification” or “Hypostation”—Making an abstract concept into a substance
(Logical Fallacy 15). Personification—Attributing human characteristics
(e.g., intent, motivation, emotion) to non-human creatures or objects (Logical
Fallacy 35).

1.6.4.B. Word Magic: because the word exists, the thing does (Logical Fallacy 19).
(E.g., the average person who has 2.3 children; fate).

1.6.4.1.2.A. Induce THEY to assume a cause due to spacial or temporal (observe A & B,
assume A causes B):
a. proximity or sequence
(Logical Fallacy 04. “Assuming the cause”).
b.  relation.
c.  exclusion.
d. (Logical Fallacy 07) correlation (e.g., covary normally unrelated events).

B. Faulty causal generalization (observe B, assume existence of A—reverse of
assuming the cause) (Logical Fallacy 05.).

C. Faulty ultimate cause (mistake triggering event for ultimate cause) (Logical
Fallacy 06.).

1.6.5.A. Simulate, substitute, or disguise to fit a known pattern (see also 6.MSS.5.)

B. Induce recognition of expected pattern by providing partial info compatable with it;
e.g., by providing pieces of an item, or by providing items, personnel, events, or
activities obviously associated with it. (The parts imply the existence of the whole.)
a. (Also: recognition of a stimulus may be suppressed by the use of incongruent

stimulus, e.g., by dominance of one member of a set over others.)

C. Induce finding of non-significant pattern post-hoc so THEY wastes future resources
searching for it, or is unjustifiably confident he knows situation.

D. Fit pattern THEY expects and/or seeks to achieve goal.

E. Make pattern unrecognizable by restructuring input data.
a. Provide incorrect segmentation.
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F. Capitalize on the ambiguity of stimuli with multiple interpretations by providing
suitable context; e.g., visual illusions such as figure-ground reversal; pictures with
two or more visual interpretations.

1.6.5.G. Use of misleading or ambiguous appearance of data (e.qg., visual illusions) to
manipulate THEY’s interpretation of data (e.g., a comparison).

1.6.5.H. Faulty analogy (Logical Fallacy 08). Relate to common, but inappropriate
experience.

1.6.5.1. Dissimulate something; e.g., a capability. Cause failure of recognition of a pattern by
providing data incompatible with it.

1.6.5.2.A. Employ “branding” of “name-calling” to induce inaccurate classification (e.qg.,
capitalize on the “Them vs Us” mentality by branding a third party as the
“enemy”).

1.6.5.2.B. Induce or capitalize on THEY’s tendency to be unable to see alternative
interpretations once the first one has been established (i.e., once a “Gestalt”
has been formed, or “closure” has occurred.) The initial impression is crucial,
since the system uses it as a basis for finding a pattern match.

1.6.5.2.C. Faulty set definition.
a.  Sampling: sample set not as implied);
Sample from inappropriate
(nonrepresentative) subset (Logical Fallacy 02.).

b.  Non-exhaustive classification
(classification does not include all cases)
(Logical Fallacy 13).

c.  Non-exclusive classification
(classification does not uniquely classify each case)
(Logical Fallacy 14.)

d. Unnecessary vagueness (Logical Fallacy 17).
(See also 4.4.1.1.2.A.c.aa.).

e.  Overprecision (specify more precision than is justified by measurement
or method) (Logical Fallacy 18). Unwarranted or unnecessary accuracy.
aa. Can’t make any decision unless something is defined in its

entirety.
bb. Demand precise definition of something which can’t be defined.

1.6.6. Relativitism (Logical Fallacy 16.). “All things are relative;” no essential or absolute
features.

1.6.7. Orchestrate multiple actions to achieve a unified deceptive effect.

1.6.7.1. Capitalize on THEY’s established behaviors and actions.
a. Evoke from THEY an inappropriate or self-defeating response (e.g., by
misleading THEY as to nature of threat & context, evoking the
corresponding countermeasure).

b.  Capitalize on THEY’s tendency to see new information in terms of his old
framework and questions, even when new ones are required.
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C. Induce THEY to utilize outdated policy or other behaviors which were
established on the basis of beliefs no longer held, but which are difficult
to identify and change when beliefs change. Subgoals may take on a “life
of their own” even after the goals they support are obsolete.

1.6.7.2. Teach THEY something WE can exploit.
1.6.7.3.1.1. Capitalize on situation known to cause delay (e.g., to buy time).
1.6.7.3.2. Induce THEY to use up resources at wrong time or place.

1.8.5. Induce info loss before storage in LTM.

1.8.5.1. Wait for info to decay with time.

1.8.5.2.1. Overload working memory with relevant information.
1.8.5.3. Induce belief that info is irrelevant or obsolete.

1.8.5.4. Give competing task to interfere with rehearsal process.

1.8.8.2.2.  Provide an alternative explanation (or “cover”) to mislead THEY regarding the
purpose of current processes, e.g., regarding the means of obtaining information.

1.8.8.2.2.1.A. Induce desired action by creating incorrect context and thereby making the
desired action appropriate rather than inappropriate.
aa. Artifice: manipulate context to make a lie more believable.

B. Influence THEY by using ceremony & setting (Logical Fallacy 21).
(E.g., by persuasion, affecting emotions, goals, priorities, scheduling,
etc. See section 1.1.)
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CONTROLLER PRINCIPLES

2.3.1.A. Manipulate THEY’s information processing strategy or (automatic) problem solving
procedure.

B. Induce THEY to apply wrong processing strategy; e.g., induce THEY to commit
himself to a particular strategy, and thereby lose flexibility, before he has
sufficient information to select the correct strategy.

a. Provide obvious but incorrect processing goal.

b. Provide, or provide data which induces, obvious but incorrect proc rule or
strategy.
aa. Provide large amount of info to support wrong strategy, to direct

attention away from right one.

c. Induce processing strategy which discards or fails to recognize and utilize
relevant info.

d. Lead THEY away from correct proc rule or strategy.

2.3.1.1.4.A. Teach (brainwash) a new (automatic) process and then capitalize on the new

behavior.

a. Classical (Pavlovian) conditioning to produce conditioned reflex
(e.g., by using fear, shock, etc.).

b.  Operant conditioning (shaping a behavior by rewarding the closest
occurring behavior whenever it occurs).

B. Capitalize on non-lateral thinking; get THEY committed to a reasonable
but wrong interpretation, thus preventing recognition of correct interpretation.

2.3.1.1.5.A. Allow insufficient processing time.
B. Induce THEY to allot insufficient processing time.
a. Distort THEY's time sense.
(e.g., induce emitions; confuse, panic, make busy, make enjoyable).

2.3.1.2.1. Induce/capitalize on the inflexible use of habitual or automatic processes by:
a. Having THEY invoke the incorrect one of two processes with
identical beginnings.
b.  Having THEY invoke a usually appropriate process, for a particular,
inappropriate situation.
c. Having THEY invoke, and then fail to stop a longer process, only the
first part of which is required.

2.4.2. Controller limit THEY’s information input.
a. Supply information which supports one’s hypothesis, especially in large quantities,
and omit the rest. (See 4.4.1.1.2.A.b.aa.).

2.4.2.1. Manipulate or capitalize on percent attention is engaged.
a. Emphasize key points WE wants THEY to remember (e.g., by using timing,

routining).
b. Feed THEY info WE wants THEY to appreciate.
2.4.2.1.1. RELAX Attention.
2.4.2.1.1.A. Create belief that analysis is unnecessary.

a. Seem above suspicion.
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b. Seem not worth attention or evaluation (“be natural”).
c. Seem innocuous, esp. completely outside or contradicting THEY’s
expectations.

B. Create belief nothing much or unusual is happening (de-emphasis).
a. Fit THEY’s image of situation & context (keep emphasis and overall
balance within expected range).
aa. Simulate background.
bb. Simulate an irrelevant event.

b. Change THEY’s image of situation and context so that desired
deceptive event, alerting event, or alerting cessation of an event will
fit (preconditioning; establish potential alerting condition as common
place) (e.g., anesthetize defenses; hold regular military maneuvers or
demonstrations).
aa. Modify, in advance, background, irrelevant or relevant event, or

many events to look like deceptive event.
bb. Increase false alarm rate to excess so alarms ignored.

C. Utilize a rhythmical timing pause; i.e., capitalize on THEY’s natural
tendency to assume there is little happening on the off-beat.

D. Create boredom (anticipation of nothing happening).
a. By repetition and monotony.
— Often, three times is about right, and five times seems endless.
—  Metrically; pace & rhythm are important.
b. Implication (imply a method; imply subsequent proceedings).

E. Create belief that analysis is complete.
a. Eventis completed (“natural conclusion”)
b. THEY believes he can adequately predict future events.
aa. create a pattern, e.g., by repetition.
bb. imply a well-known procedure.
c. THEY is no longer attending because he has already examined the object
(e.g. before covert substitution>.

2.4.2.1.2. Control processing effort needed for detailed examination (See also 2.4.2.2.3.1.
Divide Attention)
a. Increase required processing. aa. have key item be one of many. bb. misfile item.
b. Decrease required processing.
aa. Induce THEY to make a quick exam & move on.
c. Capitalize on THEY'’s low level of motivation (g.v.).
d. Manipulate THEY’s pattern recognition criterion.

2.4.2.1.4. Overload THEY'’s processing resources.

2.4.2.2. Manipulate (control) THEY’s attention, & capitalize on where it is directed
(e.g., misdirection)
a. Factors: appearance, size, shape, intensity, color, frequency, & other attributes of
stimulus; spacial and temporal magnitude of movement; contrast; novelty;
dominant member of set (e.g., Ace of Spades stands out in a group of cards);
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24.2.2.1. A
B.

compromise (e.g. , a person selects the only member of a group which does not
stand out). THEY’s desires and needs; interesting activity.

Shift or attract THEY'’s attn to something WE wants THEY to find and appreciate.
DIVERT all of THEY’s attention to something to prevent THEY from attending
to the correct means to a goal, to thinking laterally, or to a deceptive event. Use
successive diversions, each of which covers the deceptive preparation for the one
which follows it.
a. provide alternative goals or means (see EXEC)
aa. Propose impossible task or illusionary solution (e.g., to use up
THEY'’s time or processing resources until it’s too late); (refuse to
accept less than perfection) (Logical Fallacy 44)

b.  Simulate a relevant event, especially a highinterest event or activity, or the
presence of an important item or person. Or exaggerate the importance of
an irrelevant event (Logical Fallacy 40 — red herring)

c.  Induce or capitalize on THEY’s belief that his enemy is a third party rather
than WE, especially when WE pretends to be THEY’s friend
(8.8.6. 2.A.b.).

Attract THEY’s attn to desired info by providing incidental clues for THEY to
follow.

Use an irrelevant argument or proof (Logical Fallacy 55—irrelevant thesis) to
exaggerate and call attention to an irrelevant point and away from the relevant
one.

Types of diversion:
aa. External to the event (digression)
bb. Integral to the event:
I Switch (sidetrack)
—. Should wait for the right cover.
ii.  Mask (screen secret events from THEY’s view).
lii. Disguise (dual purpose)
—. Having THEY properly motivated to expect the disguise is key.
Iv.  Pointing (pause— action— pause; make secret move during the action)
—.  Timing and smooth performance are key; pauses are on the
downbeat, the action on the upbeat.
v.  Climax (use the climax of one event to hold THEY’s attention away
from the deceptive preparation for the next event)

2.4.2.2.2. HOLD THEY'’s attention.

a.

CDM

Substitute fake and covertly remove original or vice versa.
aa. without lapse of they’s attention.
bb. utilize continuity during brief interruption of observation (see EXEC, also).
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24.2.231.1.

24.2.231.2.

2.4.2.2.3.2.

CDM

DIVIDE (DISTRACT) THEY'’s attention among relevant events (e.g., feints,
negotiations, etc.) (“integral distraction”)
a.  contradiction.

b.  confusion (def: uncertainty as to what data is relevant, or how to analyze
data); create a mild commaotion.

c.  flustering (def: utilization of processing resources by emotion)
aa. by flattery.
bb. by accusation.

d. perplexity (def: uncertainty as to meaning of puzzling analysis results, or
how to continue complicated data analysis; due to something which is
complicated, involved, or puzzling).

DIVIDE THEY'’s attention among irrelevant events (“external distraction”).
(E.g., provide a brief, but well-timed incident which temporarily demands
THEY'’s attention).

a. Startling (e. g., explosion).
b. Incidental (e.g., girl on stage) (a natural or expected event).

Direct THEY’s attention to specific aspect (e.g. a hazard), so others ignored or
THEY loses overall perspective.
a. so THEY misses big picture (forest for trees)
b. so THEY loses temporal perspective.
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4.
4.3.

4.4,

MANAGER PRINCIPLES
K—BUILDING PRINCIPLES have been combined with the K-USING MANAGER
principles in this edition.

K-USING PRINCIPLES

4.4.1.1.1. Affect/capitalize on THEY’s goals & priorities (Note: evaluate and predict THEY’s

goals).

4.4.1.1.1.1. A. Induce THEY to establish a goal or subgoal which:

CDM

a.
b.

C.

d.
e.

f.

is new, and of equal or higher priority.

works against THEY’s intent.

aa. pursues (apparently accidentally) sacrificial bait which lures THEY
into disadvantageous position.

is non—optimal.

aa. dueto THEY’s compromise with WE's falsely stated goal.

is irrelevant or a decoy.

is an additional concern.

is defensive rather than offensive.

Resurrect a previously satisfied goal of higher priority.

Induce or capitalize on THEY's efforts by having their ultimate effect be toward a
higher level goal WE desires.

Induce THEY to commit a partial investment toward an initial goal, and then
induce THEY to change his goal to a different one WE prefers, e.g., by allowing
THEY to see that his original goal was not worthwhile (bait and switch)

1.6.1. (and)
4.4.1.1.2.A. Induce desired decision based on partial information:

a.
b.

Provide info supporting desired decision first.

Omit info:

aa. opposing desired decision.

bb. to produce a biased picture.

cc. Suppress quantif ication info: omit “some or “all” (Logical Fallacy 47)

Induce THEY to fill in own info.
aa. provide ambiguous info (e.g., omit units; ambiguous written letters
with more than one interpretation depending on context.)

NOTE: An unsophisticated THEY (such as a child) routinely observes
more general detail than a sophisticated THEY (such as an adult)
because he has not yet learned to fill in as much information
from previous experience. His attention shifts more easily: it is
easier to misdirect, but is also more likely to shift again to the
“wrong place”.

bb. provide ambiguous language structure (e.g., THEY understands first

meaning; second one is true; literal use of figure of speech, or vice
versa; ambiguous sentence structure, accent or stress, word order, or
punctuation (Logical Fallacy 49)).
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cc. unwarranted extrapolation (e.g., on the basis of a partial cycle of a
periodic function)

dd. emphasize a characteristic of an item to induce THEY to falsely infer
that it is a unique characteristic which does not apply to the items in the
complement set.

d. Provide part of surface structure to imply false deep structure (e.g., quote out
of context)

B. Induce desired decision by providing contradictory information (Logical Fallacy
53) (e.g., words used in opposition to meaning, such as Orwell's 1984 slogan “War
IS peace”).

1.6.1.1.
44.1.1.2.1.A. Go outside the subconscious assumptions THEY has.

a. Violate THEY’s assumption that what is trying to avoid him will remain
out of his sight, for example put item or info where it is obvious, and
therefore not expected.

b. Have sought item or solution outside normally considered set (or involve
additional spatial dimension, make solution dynamic rather than static,
etc)

c. Lead THEY to overlook the correct solution by making others’ actions or
his task seem illogical or unnecessary if he knew what the correct solution
was. (e.g. , by an action which is “bold”, or completely unexpected;
“hutzpah”, nerve, gall.)
aa. Challenge THEY on the same point WE is using deceptively.

d. See 1.6.1.1.A. re erroneous automatic assumptions.

e. Capitalize on cultural or popular values, biases, & prejudices (Logical
Fallacy 25 & Logical Fallacy 36) . (See also 8.8.1.)

1.6.1.1.

4.4.1.1.2.1.B. Get THEY to accept an assumption which presumes the existance of some-
thing imaginary. (Note: counterdeception is difficult because THEY must
identify ALL his assumptions.)

1.6.1.1.

44.1.1.2.1.C. Get THEY to accept the erroneous assumption of a third party by providing
intent information from the third party’s viewpoint.

1.6.1.1.

44.1.1.2.1.D. Induce/capitalize on THEY'’s failure to scrutinize basic or implicit assump-
tions; to “take things for granted”. (See also 1.3.2.2.)

a. Use unproven “facts” to prove something (Logical Fallacy 52.)

b. Circular reasoning (Logical Fallacy 51.)

c. Use aleading question, which assumes its own answer (Logical Fallacy
63.)
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d. Complex question, which assumes a fact related to its answer (Logical
Fallacy 54.)

1.6.1.2.

44.1.1.2.2.A. Provide alternative hypotheses for THEY so THEY needs to consider them in
addition to, or (Logical Fallacy 30 “The Good Reason”) will consider them
instead of, the correct one.
a. Protect info sources by providing plausible alternatives.

b. Implicitly provide an alternative question to consider (e.g., consider
means rather than the end: Instead of arguing against something, give an
excuse why it can’'t be done (Logical Fallacy 58))

B. Get THEY committed to an incorrect hypothesis (e.g., by emphasizing a false
“fact”)

1.6.1.3.
4.4.1.1.2.3. Capitalize on THEY’s belief about the probability of deception:
a. Induce/capitalize on the belief that there is more deception than there is.
aa. Capitalize on behavior introduced by suspicion.
— use “reverse psychology”: tell truth in a way such that THEY
believes it is not true.
bb. Slow THEY’s decisions & actions by making him overly cautious.
b. Induce/capitalize on the belief that there is less deception than there is (THEY
may be less vulnerable if he knows he has been deceived before)

1.4.2.

4.4.1.3. Abandonment of discussion (Logical Fallacy 45) (WE abandons discussion to lead
THEY away from further pursuit of a line of reasoning. WE claims discussion is
unnecessary, irrelevant, indecent, immoral, unpatriotic, etc.; or abuses THEY using
ad hominum; etc.)

1.4.2.1. &
4.4.1.3.1. Induce THEY to establish means which:
a. are non—optimal (require more work)
b. work against THEY’s intent.
c. lead in wrong direction (ask wrong question; solve wrong problem; false lead;
red herring)

4.4.1.3.2. 1. Anesthetize critical faculties (e . g. by flattery)
4.4.1.3.2.2.4.A. Demonstrate initial success (e. g., a pyramid scheme; a “Ponzi” scheme)
B. Reinforce THEY’s belief that he is attaining his goal.

C. Induce THEY to believe the goal he seeks has already been achieved (may be
processed by CONTROLLER).
a. found info he seeks.
b. found info source or channel he seeks.
c. has already “observed carefully”.
d. has already seen through the deception.
e. mission accomplished.
f. goalis obsolete.
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4.4.1.3.2.2.8.A. Provide THEY with false feedback where none exists, and use it to control
THEY'’s actions or responses.

4.4.1.3.2.2.8.B. Induce THEY to interpret (uncoupled) data as feedback bearing on a decision.

4.4.1.3.2.3.A. Level of detail that THEY will examine is crucial, and depends on the scale (size)
of the deception, THEY'’s available resources, and THEY'’s level of suspicion. To
provide THEY with picture complete down to smallest detail (e.g., in case THEY
checks):
a. Play role exactly as if it were true (viz a theatrical act)
b.  Cover all sensors.

B. Allow, or subtly induce, THEY to evaluate data critically where or when there’s
nothing to find which will weaken his (deceived) picture.

4.4.1.3.2.4. Induce THEY to make incorrect predictions, and, therefore, to have false
expectations.
a. by providing faulty input data.

1423. &

4.4.1.3.3.2. Induce THEY to change priorities among goals
a. to non-—optimal priorities.

4.4.2.A. Change actual payoff matrix without THEY’s knowledge.

4.4.2.B. Change (manipulate) THEY'’s perceived payoff matrix as a function of time.
a. Planned obsolence.

4.4.2.C. Manipulate/misrepresent THEY'’s perceived payoff matrix to control decisions.

a. getinitial commitment (e.g. , of money, time, involvement) before modifying
payoff matrix.

b. Also 4.4.2. 1.2. Claim imminent loss is likely (e.g. emergency exists) (false
warning)

c. Claim imminent change in supply, price, or reward.

d. Manipulate impact of changes in matrix values. aa. Control info flow to THEY
about changes.

4.4.2.1.1. Assuming a dichotomy for a continuum of possibilities.
a. All or nothing mistake (assuming one must have all or none) (Logical Fallacy 11)
b. False dilemma (assuming one must have condition A or B, but not both; that only
one can be right) (Logical Fallacy 12).
c. Falsely imply A & B make up the entire set of possibilities.
aa. Then convince THEY that C is true because both A and B imply C.
bb. “The wicked alternative”—since one alternative is obviously wrong,
another, falsely assumed to be the only other choice, must be right (Logical
Fallacy 42)
cc. Choose A & B so THEY selects the one WE desires because it is the lesser
of two evils.
d. Claiming that, since one can't prove A, NOT—A must be true (Logical Fallacy 57)

4.4.2.2.1. Make THEY work hard for partial recovery of loss to change his perception of the
possibilities, and to divert his energy from his original complete—recovery goal.
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4.4.2.3.A. Research THEY’s needs and offer something THEY needs, or that WE can persuade
THEY to want.

4.4.2.3.B. Fabricate an imaginary entity that THEY wants.
4.4.2.3.C. Show THEY apparent results of selecting alternatives.
4.4.2.3.1.1. Use positive social motivating factors (see 1.1.1.5.).

4.4.2.3.1.2.A. Decrease perceived value of outcome.
a. Make seem obsolete.
aa. New situation.

4.4.2.3.1.2.B. Use negative social motivating factors to make THEY unwilling to oppose an
idea.

4.4.2.3.2.A. Make outcome in THEY'’s favor have zero probability without THEY’s knowledge.

B. Shift THEY’s matrix probability values by a rigged example, especially one in
which his skepticism causes him to miss a “genuine opportunity”.

4.4.2.3. &
4.4.2.3.2.C. Change perceived false alarm (FA) rate (cry wolf)

4.4.2.4. Establish good associations; appeal to tradition (or faith?) (“because it has worked,
been good, been done in the past, it should be done now”) (Logical Fallacy 23)

4.4.2.4.2.2.A. Bluff.

4.4.2.4.2. Misrepresent WE's or third party’s attitude towards value of something in order to
influence THEY’s perception of its value.

4.4.2.4.2.2. If THEY wants to maintain the status quo in a hostile situation, and WE makes
confusing signals, then THEY will probably procrastinate unless he perceives risk
in waiting, in which case he will probably start early action.

4.4.3.5.A. Induce/capitalize on THEY’s use of intuition instead of logic.
4.4.3.5.B. Falsely conclude a parameter is significant (e.g., by “lying with statistics”)

4.4.3.5.C. The use of non—-independent samples as though they were independent sources of
information may lead to overconfidence.

4.4.3.5.D. Assuming dependence of independent data (Logical Fallacy 37); i.e., the assumption
of relationships which don’t actually exist.

4.4.3.5.1.A. “Undistributed middle”. Unwarranted transfer of a characteristic via an inter-
mediate set (Logical Fallacy 46); e.qg.:
(1) AisB,CisB,soAisC. (e.g., guilt by association.)
(2) AisB,someBisC, soall C are A.
(3) For further examples, see logical fallacies references (e.g. , Fernside)

4.4.3.5.1.B. Unequal negation (Logical Fallacy 61):
No A are B, No C are A, so all C are B.
All A are B, All B are C, so some C are not A.

4.4.3.5.1.C. Non sequitur (Claiming falsely that A implies B) (Logical Fallacy 48) . False
converse (A implies B, so B implies A) . Incorrect conditional (A implies B, so
NOT-A implies NOT-B). Incorrect alternatives (A or B, so A implies NOT-B).
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4.4.3.5.1.D. Claiming that the exception proves the rule (Logical Fallacy 60)

4.4.3.5.1.E. The “thin, entering wedge” (Logical Fallacy 59) The domino” theory. Once
allowed to start, it will not be stoppable as scheduled. “Give them an inch and

they’ll take a mile.

4.4.3.5.2. Capitalize on intuitive estimation biases.

See characteristics.

See 1.3.2.2.G. Subjective Validation; & 1.3.2.2.H. Oddmatches.

Humans are poor at estimating combinations of events.

Humans are poor at estimating randomness (e.g. they tend avoid repeated

numbers when generating a random string of numbers).

e. Overconfidence increases with increasing odds, such that an amount bet
increases too fast and long—run expected losses increase.

coow

4.4.3.5.2.1.A. If something normally present is not normally observed and is believed absent,
claim WE caused it and instruct THEY to observe it. (e.g., focus attention on a
particular feature, such as a match between two events.) (See also 1.3.2.2.
Belief: Oddmatches).

4.4.3.7.A. Improper comparison.
a. compare noncomparables (“apples & oranges”)
b. look at gross numbers rather than proportions, or vice versa.
refer to “all else being equal” when all else is not equal.
due to improper data reduction.
change emphasis by comparing something with “all others” when there are
significant others worthy of individual consideration.

© Q0

4.4.3. 7.B. Improper scales and baselines.

omit or use improper (e.g. , non-zero) baselines.

comparative rather than absolute basis.

fail to normalize.

Change scale between graphs.

pick scales (absolute number, percent, linear, logarithmic, etc.) to emphasize
desired relationship.

Omit relevant info; e . g. , give mean, but no distribution.

Poo TR
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SENSOR PRINCIPLES

6.0.A. Emit a false signal.

6.0.B. Deny close observation.

6.MSS.1. Avoid detection (deny sensor input, camouflage, cover, hide, secret compartment.)

6.MSS.1.1. Evade sensor coverage area (spatial & temporal)
a. Capitalize on gaps within the coverage area of which THEY is unaware, or
which THEY ignores.

6.MSS.1.2. Make invisible by decreasing S/N ratio (decrease S &/or increase N) to below
detection threshold.

6.MSS.1.2.1.A. Operate below sensor absolute sensitivity threshold.

B. Decrease sensor sensitivity.
a.  Habituation.
b. Fatigue.
C. High intensity stimulus at boundaries of area of interest.
d. Supersaturation of sensor.

Deflect “illumination” so object is not illuminated.
Deflect “illumination” so it is not returned to sensor.
Make object “transparent”.

mmo o

Change (e.g., increase) signal strength to misrepresent source characteristics
(size & distance).

6.MSS.1.2.2. Mask (or “jam”) with:
a. noise.
b.  other stimuli.
aa. Large deliberate motion to cover smaller secret movement.
bb. Swift deliberate motion to cover slower secret movement.

6.MSS.1.3. Use up limited sensor capacity (e. g. one shot device)
a.  Trigger one—shot sensor (or alarm) so it can’t detect (or warn of) the
presence of a second object.

6.MSS.1.4.1. Capitalize on sensor spatial discriminability limits.
A. Get close to and blend in with a background (or other) object (e.g., “black
art”)
B. Move several objects close together so they appear to be only one.
C. Capitalize on sensor spatial resolution limits (e.g., depth perception)

6.MSS.1.4.2. Capitalize on sensor temporal discriminability limits. (E.g., sensor tracking or
focusing time, observation sampling time, sensor storage time, sensory
integration time)

6.MSS.3.2.A. Degrade signal to decrease accuracy of feature perception.

6.MSS.5.2.A. Induce or capitalize on inaccuracies in THEY’s perceptual processes. (See also
1.6.5. EXEC for high level processes; and 6.MSS.7 for effects due to reference
values & feedback). E.g.:
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6.MSS.7.

CDM

a. Violate constancy expectancy to produce distortions of color, size, distance,
form, angles, direction; e.g. , size illusion induced by comparison with
memory.

b.  Use systematic errors in extrapolation or perspective to induce distortions
of shape or orientation.

Cc.  Use spatial context to induce size changes.

. Induce brain to provide its own sensory data to fill in for missing or ambiguous

data (analogousto 4.4. 1. 1.2. A. c.)
a.  Cause failure of the process.
b. lllusions caused by ambiguous perspective.

. Dissimulate (simulate the absence of) something (e.g., object, capability, etc.)

which is present. (Control detectable stimuli to be compatable with the absence of

something, and apparently incompatable with its presence.) Provide cover. (See

also 6.MSS.1. Avoid detection.)

a.  Mask with a superset (blend with another signal) Obscure boundaries
(disruptive patterns; countershading)

b Make signal blend with background.

c Make background blend with signal.

d. Use a new, apparently random pattern (which THEY has not yet learned)

e Provide data incompatible with the presence of something.

. Simulate something (which does or doesn’t exist) (May use decoys, lures fakes

(seen) , shells, disguises, dummies, duplicates, positions & motions.)
a.  Simulate something else.
aa. impersonate.
b.  Simulate unimportant objects. aa. disguise as one of many objects.
c.  Simulate important objects.
aa. Simulate same (hidden) object elsewhere.
bb. Simulate inputs and outputs to induce THEY to infer the existence of
structure, content, or processes.
cc. Simulate something using a fake which is disposable or easily hidden.

. Substitute/switch one object for another, especially under cover. (See 1.6.1.1.A.a.

continuity; 8 .3.A.)
a. faked object for real; or defective objects for quality ones (e.g. , spare parts)

Change features often (use substitutes) to prevent learning which features belong
to the pattern.

. Induce sensory imbalance by selective fatigue.
. Induce sensory imbalance by sensory deprivation.

a. Disorient all or part of the cognitive system by denying sensory feedback/
ref stimuli.

. Induce/capitalize on loss or distortion of spatial reference.
. Induce/capitalize on loss or distortion of temporal reference (e.g., loss or

distortion of sense of time during sleep or intense activity) (See also
2.3.1.1.5.B.a.)
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E. Induce perception of opposite characteristic by contrast effects. E.g.:
a. color contrast;
b.  brightness contrast (brightness changes induced by brightness context;
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AFFECTOR PRINCIPLES
7.AA.1.3. Induce THEY to expend limited affector resource uselessly.
7.AA.5. Capitalize on affector’s inflexible action (speed or accuracy) when driven by

preprogrammed (or automatic) routine (eg, a feint). (See also 2.3.1.2.1. Dependence

on Automatic Processes.)

7.AA.5.1.

7.AA.7.A.

CDM

Capitalize on affector’s speed limitations or response time (refractory period) in

performing a task:

a. Influence THEY'’s free decision with a candid gesture or statement, the
falseness of which will not be discovered until too late.

b.  Cause action from which they cannot recover in time to respond to WE’s

next action.

Cause change in reference position or equilibrium.
a. fatigue selected affectors.
Delay feedback to make fb—dependent processes “stutter”.
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8. LONG TERM MEMORY (LTM) & WORLD IMAGE PRINCIPLES

8.1.9. Utilize or manipulate THEY’s belief about info validity.
a. Appeal to decision & judgement processes (1.6.)
b. Bias/slant information when transmitting it.

8.1.9.3.

CDM

aa. provide commentary.
bb. use colorful language (Logical Fallacy 20)

Establish trust in the info, source, or channel so THEY will utilize it. To make WE or
other source appear reliable, establish confidence in info; and vice versa.

EITHER INFO OR SOURCE (IS):

a.
b.
C.

d.

Provide apparently true or expected info, or simulate a trusted source.

Provide corroborating info from multiple “independent” sources (e.g., collusion)
Give THEY a stake in the info or source being (e.g., emotional; cherished beliefs;
vested interests; social; claim THEY has succeeded)

Create what THEY seeks or can be induced to seek as a sign of source validity.

INFO ONLY (IO):

a.
b.
c.
d.

Provide initial apparent verification of validity.

Make THEY work for info.

Make it appear obtaining info is against WE’s will or hurts WE.

Appeal to the authority of misunderstood “modern advancements (e.g., “science”
“experiment,” “quantitative measures,” photographs <which are believed
accurate, but need not be>, medicine. See 1.3.2.

SOURCE ONLY (SO):
a. Maintain a high truth—to—error ratio. Keep the deceptive indicator frequency less

than the channel error rate. A reliable source can provide deceptive info only

rarely. Leak valid but minor info, or important but known info, thru known agent.

(Move to SI)

(Logical Fallacy 22.) Employ a perceived “authority”.

aa. e.g., popular, trusted, famous; even if unqualified, inappropriate, or only
tenuously associated with topic.

bb. e.g., work under the auspices of an authority.

cc. Use majority or prevalent opinion to persuade THEY to jump on the
bandwagon (Logical Fallacy 24)

dd. Reference a reliable source of closely related information (as the source of
the deceptive information).

Induce false belief in third party before relay to THEY (e.g., before capture &

interrogation)

Make collaborating sources appear independent.

Make THEY believe THEY controls source.

aa. Make establishment of new sources appear accidental or initiated by THEY.

bb. Utilize/intrude on THEY’s own communication channels.

Source (or any deceiver) should play the expected role (e.g. , act confident)

Conceal WE's interest in source (control or use)

aa. Covertly manipulate third parties by baiting.

bb. Covertly utilize visible stooges:
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- establish an agent as one of THEY's team. e.g., first establish long
term relationship (“mole”).

- enlist one of THEY’s team as an agent.
- obtain assistance from actor in antagonist role.
cc. Covertly utilize hidden stooges:
- relay info from encounter area when WE and THEY are away.

8.1.9.4. Discredit info, source, or channel so THEY will disregard it. To make source appear

8.3.A.

8.3.B.

8.3.1.

CDM

unreliable, discredit info; and vice versa.

EITHER INFO OR SOURCE (IS):

a. Provide recognizably false info

b. Change apparent info quality

c. Make THEY believe WE wants THEY to accept the info.

INFO ONLY (10):

a. Induce or capitalize on dislike or distrust of source to induce distrust of
information. (“Damning the origin”: since dislike source, info must be wrong;
Ad hominum: attack the source rather than the information (Logical Fallacy 26.))
(Opposite of appeal to authority Logical Fallacy 22)

SOURCE ONLY (SO):

Cause incorrect correlation of real or stored information.

a. of multisensor inputs.

b. So THEY believes 2 items exist instead of 1 (correlation failure).

c. So THEY believes 1 item exists instead of 2.

d. So THEY’s memory rep refers to wrong real—-world item.

e. Misuse of etymology (assuming falsely that a a concept should be closely related to
the origin of words describing it) (Logical Fallacy 50).

Cause improper associations and organization during storage.

a. Use “brute force” (brainwashing) to create memories or associations. See 1.1.
“Brainwashing”.

b. Use context to cause improper associations and organization during storage.
aa. Use incorrect context.
bb. Use unusual context which seems usual.
cc. Induce THEY to discard correct context.

dd. Induce THEY to store unrelated items in close proximity” and to forget they are
unrelated (e.g. , by presenting them in close temporal or spatial proximity and
following them with a mass of new information).

c. Induce THEY to store a composite event which represents the strengths of two similar
events. (E.g., emphasize controls on initial attempt (which, however, fails) and
success of second attempt (which, however, has fewer controls) to induce THEY to
remember that attempt succeeded with initial controls.)

Cause info not to be stored.
a. Induce belief that info is not relevant.
b. Induce belief that info is not useful.
aa. Present confusing or contradictory picture.
c. Overwhelm LTM capacity with new info & associations.
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8.3.2.A. Induce storage of, reinforce, or capitalize on false or misleading info, especially
with reference to THEY’s knowledge structure. E.g., Lie (or create falsehood).
May use repetition to reinforce the lie. “Disinformation”.

NOTE 1. OBJECTIVES of lying:

a. to commit fraud; to cover/disguise fraud;

b. to misrepresent opposing viewpoints;

c. to make THEY expect action when none is intended (words are cheaper than action)
(procrastination).

d. to misrepresent the value of materials (e.qg., for collecting insurance when object is
lost or destroyed.)

e. to misrepresent unqualified materials (e.g. , medicines)

f. to misrepresent the significance of information.

g. to provide a cover story for WE’s deceptive actions.

2

a

NOTE 2. DEVICES & METHODS of lying:
. Initiate or capitalize on false or misleading statements or documents (e.g., press
releases, hazard notices, reports, mail order ads, bad checks).
b. Rumors.
c. Information leaks, press leaks. To help prevent an info leak, keep all unnecessary
parties (including WESs) uninformed, or informed only of cover story.
d. Forgeries, counterfeits (e.g. , fictitious bank transactions)

e. Preplanned stories.

NOTE 3. It may be very difficult for THEY to correct such errors in his knowledge structure, as
has been demonstrated in experiments on hoaxing, dehoaxing, and desensitizing. Once THEY is
deceived (i.e., hoaxed) , attempts to convince THEY of the existence and nature of the deception
involved (i . e. , to dehoax) , and to reeducate THEY to remove the effects of the deception (i.e.,
to desensitize) , may not be successful. This is especially true in experiments employing nested
deceptions. Once THEY has been debriefed regarding part of the hoax, he may no longer behave
as he would in the “real world”; and may also realize that he can’t distinguish between hoaxing
and dehoaxing information. Therefore, his behavior may change; and he may not trust the cor-
rect information when the experimenter is desensitizing him about false information learned dur-
ing the hoax. (See also 8.8.6. 2.B. & C. nested deceptions; 8.8.5.2.1.A. subsequently discredited
source.)

8.3.2.B. Induce they to store hypothetical example as fact.
a. Communicate general idea via specific hypothetical example.

8.3.2.C. Create false results of test or experiment.
a. Design or implement experiment in a biased way.
b. Control (rig) the data.
c. Select only desired portions of results (see also 1